
 

 
 

  
Abstract—Mixed-traffic (e.g., pedestrians, bicycles, and vehicles) 

data at an intersection is one of the essential factors for intersection 
design and traffic control. However, some data such as pedestrian 
volume cannot be directly collected by common detectors (e.g. 
inductive loop, sonar and microwave sensors). In this paper, a video 
based detection algorithm is proposed for mixed-traffic data collection 
at intersections using surveillance cameras. The algorithm is derived 
from Gaussian Mixture Model (GMM), and uses a mergence time 
adjustment scheme to improve the traditional algorithm. Real-world 
video data were selected to test the algorithm. The results show that 
the proposed algorithm has the faster processing speed and more 
accuracy than the traditional algorithm. This indicates that the 
improved algorithm can be applied to detect mixed-traffic at 
signalized intersection, even when conflicts occur. 
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I. INTRODUCTION 
NTERSECTIONS are crucial to road networks, because the 
efficiency of intersections would strongly influence the 

performance of the whole traffic system. The data collected 
from an intersection have important practical significance for 
urban traffic management and control [1]–[3]. By using such data, 
traffic engineers can analyze the movements of traffic 
participants (e.g., pedestrians, bicycles and vehicles), calculate 
the time duration of various influences, and quantify the 
impacts of each transport mode has on the capacity of an 
intersection [4]. Such work is very helpful for better designing 
intersections and traffic signal control.  
 For the purpose of measuring traffic data of an intersection, 
some traffic sensors, such as loop, sonar, and microwave, have 
been applied in practice. However, since pedestrians and 
bicycles usually have weak signatures and are less restricted by 
lane discipline [5]–[7], they cannot be directly measured by these 
sensors. This problem becomes more serious in developing 
countries where mixed traffic plays a leading role in urban 
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transportation. To overcome these limitations, two techniques, 
hand counting and video camera, are frequently used to collect 
both pedestrian and bicycle data [8]. For reasons of the labor 
intensity and narrow monitoring capacity of the hand counting 
method, the video camera technique has been increasingly 
deployed at signalized intersections [9]. From the data collected 
by a video camera, information of pedestrians, bicycles and 
vehicles, such as position, velocity, density and flow can be 
retrieved. In the case of monitoring the mixed traffic at an 
intersection, the video method faces the problem of detection 
failure due to traffic conflicts. Little research has been done 
concerning this aspect. 

This paper focuses on improving the image processing 
algorithm to clearly capture moving objects at a signalized 
intersection. A new detection algorithm is proposed by 
improving traditional GMM with a mergence time adjustment 
scheme. The previous studies are briefly reviewed before 
presenting the details of the proposed algorithm. The improved 
algorithm is composed of five steps, which are model 
initialization, parameter updating, background estimation, 
foreground segmentation and shadow removal. To evaluate the 
validity of the proposed algorithm, real-world traffic videos are 
used for test. The results indicate that the detection 
performances are improved comparing to the traditional 
algorithm. It is expected that the proposed algorithm is able to 
detect mixed traffic flows at signalized intersection effectively. 

II. LITERATURE REVIEW  

A. Previous Works 
Intersection traffic data collection by using the image 

processing technique has been thoroughly developed in the last 
decade. Video cameras are used to monitor a scene to acquire 
moving objects, so a reliable and flexible background model is 
very important [10]–[12].  

At present, many algorithms are used to subtract moving 
objects, such as background subtraction, optical flow, frame 
difference, etc. Among them background subtraction has 
become a more common approach, due to its high 
computational speed and good adaptability. In this method, the 
moving objects are acquired by building a representation of the 
scene background and comparing new frames with this 
representation. Many background subtraction methods are 
introduced [13]–[15], among which GMM is the most popular one. 
The reason is that the background subtracts by GMM can adapt 
to illumination change and background disturbance, using 
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priority and probability of each pixel to judge whether it 
belongs to background or foreground [16]–[22]. In this method, 
each pixel is modeled by a mixture of K Gaussian distributions.  
The expectation-maximization (EM) algorithm based on 
recursive filter is used to train GMM. This model is able to 
adapt to multiple background objects and efficiently estimate 
the temporal background. One limitation of the model is that it 
cannot detect objects which stop for a while after moving. 
 

B. Limitations of the Traditional Algorithm 
Traffic conflicts are most likely to occur at signalized 

intersection. In order to safely cross the intersection, traffic 
participants usually decelerate or even stop to find a sufficient 
gap. In this case, the traffic participants cannot be detected 
correctly by traditional algorithm. Fig 1 and Fig 2 show the 
detection results of traditional GMM algorithm. They describe 
situations where traffic participants going through a T-shaped 
signalized intersection are not recognized by the traditional 
algorithm. The solid and dash lines represent the moving 
direction of vehicles and pedestrians flow respectively. 

 

 
Fig. 1 Vehicle-vehicle conflict detected by traditional algorithm: (a) 
conceptual drawing; (b) original image; (c) subtracted background; 
and (d) extracted moving objects 
 

Fig 1 illustrates a case of the vehicle-vehicle conflict. 
Specifically (a) shows the T-intersection, where a left-turning 
vehicle was encountering with the opposing vehicles, and the 
traffic conflict point is marked by the red triangle, (b) indicates 
the original conflict scene, where left-turning vehicles in 
yellow rectangular box were waiting to cross the intersection, 
(c) is the background image which subtracted by traditional 
algorithm, i.e., stopped vehicles inside the yellow box are 
merged into the background image, (d) is the detection results 
by traditional algorithm. It is difficult to find the stopped 
vehicles in the foreground. 

 

 
Fig. 2 Pedestrian-vehicle conflict detected by traditional algorithm: (a) 
conceptual drawing; (b) original image; (c) subtracted background; 
and (d) extracted moving objects 
 

Fig 2 shows a pedestrian-vehicle conflict. In Fig 2(a), the 
conceptual drawing is given for the expression of the 
pedestrian-vehicle conflict on the crosswalk. Pedestrians 
stopped on the crosswalk and waited for a sufficient gap as 
shown in (b). The waiting time was so long that the pedestrians 
completely merged into the background as shown in (c) and 
could not be extracted as foreground in (d). 

So it is difficult to detect the waiting participants stopped by 
traffic conflicts at signalized intersections. To solve this 
problem, an improved algorithm is proposed in this paper, the 
details of this algorithm are described in the following section.  

 

III. AN IMPROVED DETECTION ALGORITHM 
The video-based moving objects detection system is 

comprised of two modules: video flow capture module and 
motion detection module. The proposed algorithm is employed 
in the motion detection module. In order to detect the moving 
objects at signalized intersection, we have improved the 
traditional algorithm. Our detection algorithm contains 5 steps. 
Step 1: the first frame is utilized to initialize the Gaussian 
distributions. Step 2: we use a moving-based model to update 
the parameters at region level. Step 3 is to determine which 
Gaussian distribution is most likely to be incorporated into the 
background model. Step 4 is foreground segmentation and Step 
5 is shadow detection. Morphological reconstruction is used to 
refine the foreground image after shadow removal. Fig 3 shows 
a simplified flow chart of the algorithm. 
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Fig. 3 Flow chart of the system 

 

A. Model Initialization 
For the proposed algorithm, it is important to obtain an initial 

model. If the coming frame is the first frame, the current pixels 
are used to initialize the model. Each background pixel is 
modeled by a mixture of K Gaussian distributions. In our study, 
K is set to 5. Different distributions represent different colors 
and the weight parameters of the mixture, which indicate the 
time proportions that those colors stay in the scene. The 
weights and means are set to 0 in initialization. 

 

B. Parameter Updating 
In order to adapt to the changes of illumination, the 

parameters of the model should be updated with the coming of 
the new frame. However, the traditional background updating 
formulations are pixel-based, and the correlation information 
between pixels is not considered. Pixel-leveled moving object 
detection is sensitive to noise and unable to monitor stationary 
objects effectively, whereas region-based background 
modeling can avoid these problems and is more robust for 
background subtraction [23]. So the proposed algorithm uses a 
moving-based model updating approach at region level. This 
approach contains two stages.  

The first stage is to segment the original frame into moving 
region and static region. Segmentation technology such as 
morphological method is used to search the moving objects’ 
contours in the foreground. Then, pixels in the original frame 
are sorted by such contours and the classification results are 
represented by a motion detection mask Ms, which is defined 
as: 

1 ( , )
0 ( , )S

I x y Moving Region
M

I x y Static Region
∈⎧

= ⎨ ∈⎩

　　 　
　　  

 (1) 

The value of this motion detection mask Ms determines 
whether to update the parameters of the K Gaussian 
distributions or not. Fig 4 shows an example of graph 
segmentation, in which pixel P1 is in the moving region, so Ms 
is 1 and the corresponding parameters remain unchanged. On 
the contrary, pixel P2 is out of the moving region and its 
corresponding model should be updated. 

 

G=1

G=0

P1

P2

 
Fig. 4 Graph segmentation of original frame 

 
The second step is updating parameters of the static region. 

Every new pixel value is checked against the existing K 
Gaussian distributions until a match is found. The parameters 
of Gaussian distribution that matches Xt  are updated as: 
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 (2) 

whereα is the learning rate and ,k tM is 1 for the model which 

matched and 0 for the remaining model, ρ is the learning rate 
for parameters. If none of the K distributions matches the 
current pixel value Xt, the least probable distribution is replaced 
by a new Gaussian distribution with the current value as its 
mean value, and an initially large variance, and a small prior 
weight, which are defined as follows: 

{ }, 1

, 0

,

, 0

arg min k t
i

j t

j t t

j t

j

X

ω

ω ω

μ
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⎪
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 (3) 

 

C. Background Estimation 
It is time to determine which Gaussian distribution is most 

likely to be incorporated into the background model after 
model updating. The K distributions are ordered based on the 
fitness value and the first B distributions are chosen as a model 
of the background of the scene. B is estimated as: 

1
arg min ( )

b

b k
k

B Tω
=

= >∑  (4) 

where T is the threshold of the background model, which 
represents the minimum prior probability of the background in 
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the scene. At traffic conflict points, long-term stopped traffic 
participants would merge into the background, which results in 
missing targets. Setting a small value for the learning rate will 
hold the stationary objects as foreground for a longer time. 
However, updating rate will become slower in this situation. 
Therefore, we add the foreground counter C into the 
background estimation model, which records the times of each 
pixel consecutively classified as foreground. Merging 
coefficient is determined by the frequency of foreground 
occurrences in history frames.  

C
M

β =  (5) 

where M is a time constant, measured in number of frames, 
which indicates the expected foreground mergence time. The 
weight of the candidate Gaussian ,v tω  which is most likely to 

become background mode is adjusted as follows: 

, ,v t v tω ω β= ×  (6) 

where v is the sequence number of the distribution, which is 
most likely to incorporate into the first B Gaussian 
distributions. 

 

D. Foreground Segmentation 
The procedure of foreground segmentation contains two 

different judgment criterions. The first stage is to check the 
pixel value Xt against the first B Gaussian distributions in order 
of priorities. If the pixel value is no larger than 2.5 times 
standard deviations of any of the B distributions, a match is 
obtained.  

The second stage is to examine the average weight which is 
defined as: 

, , 1 ,(1 ) ( )k t k t k tMω λ ω λ−= − +  (7) 

where ,k tω  means the average value calculated from the 

weight of each Gaussian distribution; λ  means learn rate, 

which is a small fixed value. ,k tω  represents the appearance 

frequency of that Gaussian distribution in the window vision 
whose length is ' 1L λ= . Inequality 

,k t T hω > ( Th is a fixed 

value, we set 0.6 in this paper) means that Gaussian 
distributions’ appearance frequency in the window vision is 
high, and the accumulation performance of this model is good. 

 If the pixel value Xt  can not meet either of the two 
conditions, this point is considered as foreground. Otherwise it 
belongs to background. 

E. Shadow Removal 
After foreground segmentation, a binary image of 

foreground F is obtained. Then, HSV color information is used 
for shadow detection. As noted by Cucchiara’s study [24], a 
shadow point does not change its hue significantly and its 
saturation is often lower than background points, so the 
decision process is reported as follows: 

 

 
Fig. 5 Steps in foreground segmentation algorithm 

 
 

( , )1
( , )

( ( , ) ( , ))( , )
( , ) ( , )

0

V
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τ

⎧
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⎪
⎪ ∧ − ≤= ⎨
⎪ ∧ − ≤⎪
⎪⎩

　　　 　

　　　　
　　　　
　　　

 (8) 

 
where ( , )I x y  and ( , )B x y are the pixel values at coordinate 
in the original image and in the background model respectively. 
However, some foreground pixels related to moving objects 
may be classified as shadow pixels by mistake. Therefore, it is 
necessary to refine the shadow detection results.  

To ensure the integrity of the foreground, the improved 
algorithm appends shadow refinement after traditional shadow 
detection. Hence, the shadow removal process contains three 
stages. The first stage is filter. To remove isolated pixels and 
fill gaps, an opening operator is employed to the original 
foreground F, and the processed binary image F1 is retrieved. 
The second stage is shadow detection. As mentioned above, the 
moving cast shadows are removed by HSV color space 
conversion and the shadow judging function, and then we get 
the foreground image F2. The third stage is shadow refinement. 
Morphological reconstruction [25] is utilized to recover the 
points misclassified as shadow pixels in image F2. 

 
1 ( 2 )Fg F F B= ∩ ⊕  (9) 

 
where Fg is the final foreground image without shadow; F1 is 
the mask image; F2 is the marker image; B is a binary 
structuring element; ⊕  represents the dilation operation.  

This shadow removal algorithm produces an accurate and 
robust foreground image without shadow. The example of 
shadow removal process is shown in Fig 6, which demonstrates 
the performance of this algorithm. 
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Fig. 6 Step by step illustration of the shadow removal process: (a) 
original foreground image F; (b) foreground image after filter F1; (c) 
foreground image after shadow detection F2; and (d) foreground 
image after shadow refinement Fg 

IV. EXPERIMENTAL TEST AND RESULTS  
The proposed algorithm was tested by a real-world traffic 

video, which was taken at a T-intersection, as shown in Fig 1 
and Fig 2. This test was set to see whether the algorithm could 
accurately detect objects at signalized intersection, when 
conflicts occur. 

 

 
Fig. 7 Vehicle-vehicle traffic conflict detected by improved algorithm: 
(a) subtracted background; and (b) extracted moving objects 
 

 
Fig. 8 Pedestrian-vehicle traffic conflict detected by improved 
algorithm: (a) subtracted background; and (b) extracted moving 
objects 
 

The detection results are shown in Fig 7 and Fig 8: (a) 
presents the subtracted background and (b) presents the motion 
detection results. A traffic conflict point is shown in a yellow 
rectangle. From the results, we can see that stopped 
pedestrians/vehicles are clearly detected as foreground 
compared to those in Fig 1 and Fig 2.  

Table 1 shows the computation results of the traditional 
algorithm and improved algorithm. It’s indicated that the false 

extracted pixels by using the improved algorithm are 8 times 
smaller than those by the traditional algorithm, but the 
computing time is almost equivalent. Therefore, the improved 
algorithm can produces the better segmentation results for 
object detection than the traditional algorithm, especially when 
conflicts occur. 

V. CONCLUSIONS AND DISCUSSIONS 
A video-based algorithm for moving objects detection at 

signalized intersection is proposed in this paper, which can 
overcome the difficulties of detecting long term stopped objects 
at intersections due to traffic conflicts. In this algorithm, the 
moving-based model updating scheme decreases the 
calculation and enhances the segmentation quality. The 
background estimating model controls the foreground 
mergence time effectively by reducing the weight of the 
corresponding Gaussian distribution. The foreground 
segmentation integrated with average weight enhances the 
foreground segmentation performance, which effectively 
decreases the error rate of taking moving objects as background. 
The results of the tests indicate that, the improved algorithm 
has the better adaptability, and can enhance the stability and 
accuracy of foreground segmentation. This algorithm can be 
used to detect moving objects at signalized intersection, even 
when traffic conflicts occur. 
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