
 

 

  
Abstract—Various models have been derived by studying large 

number of completed software projects from various organizations 
and applications to explore how project sizes mapped into project 
effort. But, still there is a need to prediction accuracy of the models. 
As Neuro-fuzzy based system is able to approximate the non-linear 
function with more precision. So, Neuro-Fuzzy system is used as a 
soft computing approach to generate model by formulating the 
relationship based on its training. In this paper, Neuro-Fuzzy 
technique is used for software estimation modeling of on NASA 
software project data and performance of the developed models are 
compared with the Halstead, Walston-Felix, Bailey-Basili and Doty 
Models mentioned in the literature. 
 

Keywords—Effort Estimation, Neural-Fuzzy Model, Halstead 
Model, Walston-Felix Model, Bailey-Basili Model, Doty Model.  

I. INTRODUCTION 
CCURATE software cost estimates are critical to both 
developers and customers. Underestimating the costs 

may result in management approving proposed systems which 
can exceed their budgets, with underdeveloped functions and 
poor quality, and failure to complete on time. Overestimating 
may result in too many resources committed to the project, or, 
during contract bidding, result in not winning the contract, 
which can lead to loss of jobs. So accurate cost estimation is 
important and Software cost estimation involves the 
determination of effort (usually in person-months), project 
duration (in calendar time) and cost (in dollars). Most cost 
estimation models attempt to generate an effort estimate, 
which can then be converted into the project duration and 
cost. In the last three decades, many quantitative software cost 
estimation models have been developed. Most cost models are 
based on the size measure, such as Line of Code (LOC) and 
Function Point (FP), obtained from size estimation. The 
accuracy of size estimation directly impacts the accuracy of 
cost estimation.  

A review of the literature revealed that there are two major 
types of cost estimation methods Algorithmic and  Non-
algorithmic models as discussed in [3, 4, 5, 6,  7, 9, 11,  12, 
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13]. 
The remainder of this paper can be described as follows: 

The next section contains a description of the methodology 
used and Sections III discusses the implementation results of 
proposed and existing models. At last, conclusions are drawn. 

II. METHODOLOGY USED 
The following steps of the methodology are proposed for 

modeling of effort estimation: 

A. Data Collection  
First, Survey of the existing Models of Effort Estimation is 

to be performed and Secondly, Historical Data being used by 
various existing models for the cost estimation is collected.  

B. Neuro Fuzzy Modeling  
Neuro Fuzzy computing is a popular framework for solving 

complex problems [2]. If one has knowledge expressed in 
linguistic rules, one can build a Fuzzy Inference System (FIS), 
and if one has data, or can learn from a simulation (training) 
then one can use Artificial Neural Networks (ANNs). An 
analysis reveals that the drawbacks pertaining to these 
approaches seem complementary and therefore it is natural to 
consider building an integrated system combining the 
concepts. While the learning capability is an advantage from 
the viewpoint of FIS, the formation of linguistic rule base will 
be advantage from the viewpoint of ANN. 

In the simplest way, a cooperative model can be considered 
as a preprocessor wherein ANN learning mechanism 
determines the FIS membership functions or fuzzy rules from 
the training data. Once the FIS parameters are determined, 
ANN goes to the background. The rule based is usually 
determined by a clustering approach or fuzzy clustering 
algorithms. Membership Functions are usually approximated 
by neural network from the training data [10]. 

In a concurrent model, ANN assists the FIS continuously to 
determine the required parameters especially if the input 
variables of the controller cannot be measured directly. In 
some cases the FIS outputs might not be directly applicable to 
the process. In that case ANN can act as a postprocessor of 
FIS outputs [2]. On wide categorization there are two basic 
types of Neuro-Fuzzy systems: Mamdani Neuro-Fuzzy 
System and Tagaki-Sugeno Neuro-Fuzzy System. 

The Sugeno based NF Model has the following advantages 
over Mamdani Model: 

a. Expressing a clearer concept of inference process. 
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b. Less number of fuzzy rules. 
c. Faster learning. 
d. Less memory space. 
So, we have only tried a Takagi-Sugeno Neuro-Fuzzy 

systems. In this Neuro-fuzzy system the first Sugeno Based 
Fuzzy Inference System is designed that needs the 
initialization of the Membership Function of the different 
attributes and linear Membership Function for the output and 
deducing the fuzzy rules from the data. Then the Sugeno 
Based FIS is trained with the neural Network using the hybrid 
training algorithm. In the forward pass, Backpropagation 
learning algorithm and in the backward pass Least Mean 
Square Error (LMS) learning algorithm is used to update the 
non-linear and linear parameters of the Neuro-fuzzy system 
respectively.  

The detailed functioning of each layer of Takagi Sugeno 
Neuro-Fuzzy system [1] is as follows: 

Layer-1 (Input Layer): No computation is done in this layer. 
Each node in this layer, which corresponds to one input 
variable, only transmits input values to the next layer directly. 
The link weight in layer 1 is unity.  

Layer-2 (Fuzzification Layer): Each node in this layer 
corresponds to one linguistic label (excellent, good, etc.) to 
one of the input variables in layer 1. In other words, the output 
link represents the membership value, which specifies the 
degree to which an input value belongs to a fuzzy set, is 
calculated in layer 2. A clustering algorithm will decide the 
initial number and type of membership functions to be 
allocated to each of the input variable. The final shapes of the 
MFs will be fine tuned during network learning. 

Layer-3 (Rule Antecedent Layer): A node in this layer 
represents the antecedent part of a rule. Usually a T-norm 
operator is used in this node. The output of a layer 3 node 
represents strength of the corresponding fuzzy rule. 

Layer-4 (Rule strength normalization): Every node in this 
layer calculates the ratio of the ith rule's firing strength to the 
sum of all rules firing strength.  

1 2

, 1, 2...i
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ω ω
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Layer-5 (Rule consequent layer): Every node i in this layer 
is with a node function: 

  2( )i i i i i i if p x q x rω ω= + +  (2) 
 Where, wi is the output of layer 4, and {fi; qi; ri} is the 
parameter set. A well established way is to determine the 
consequent parameters using the least means squares 
algorithm.  
 Layer-6 (Rule inference layer): The single node in this layer 
computes the overall output as the summation of all incoming 
signals Overall output =Xi 
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C. Comparison with Existing Models  
The following modeling approaches are used for 

comparison:  
• Mamdani Fuzzy Inference System with 4 clusters 
• Mamdani Fuzzy Inference System with 15 clusters  
• Sugeno Based Neuro-Fuzzy Model  
• Halstead Model  
• Walston-Felix Model  
• Bailey-Basili Model  
• DotyModel 
• Genetic Algorithm Based Model 
The comparison of the results is made on the basis of the 

following factors: 
RMSE is frequently used measure of differences between 

values predicted by a model or estimator and the values 
actually observed from the thing being modeled or estimated. 
It is just the square root of the mean square error as shown in 
equation given below: 
 

∑ −
=

=
N

i
yy iiN

RMSE
1

2)ˆ(1  (3) 

 Where yi represents the ith value of the effort and yi
ˆ is the 

estimated effort. 
 MMRE is another measure and is the percentage of the 
absolute values of the relative errors, averaged over the N 
items in the "Test" set and can be written as: 
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 PRED(N) is the third criteria used for the comparison and 
this reports the average percentage of estimates that were 
within N% of the actual values [3]. 

D. Conclusion 
In the last step on the basis of the errors in calculated effort 

conclusions are made. 

III. RESULTS & DISCUSSION 
The dataset of NASA [8] is used for the comparison of 

different models. In this dataset, there is empirical data in 
terms of DKLOC, Methodology and Effort values of 18 
projects as shown in Table I.  

The Sugeno based Fuzzy Inference system is developed and 
in order to train the Sugeno FIS, Adaptive Neuro-Fuzzy 
system (ANFIS) is designed that makes use of the Sugeno FIS 
Structure as shown in Fig. 1. The following the structure 
parameters of the Neuro-fuzzy system: 

• Number of nodes: 21 
• Number of linear parameters: 12 
• Number of nonlinear parameters: 12 
• Total number of parameters: 24 
• Number of training data pairs: 18 
• Number of checking data pairs: 0 
• Number of fuzzy rules: 4 
 
 
 
 

World Academy of Science, Engineering and Technology
International Journal of Biomedical and Biological Engineering

 Vol:2, No:10, 2008 

350International Scholarly and Scientific Research & Innovation 2(10) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 B
io

m
ed

ic
al

 a
nd

 B
io

lo
gi

ca
l E

ng
in

ee
ri

ng
 V

ol
:2

, N
o:

10
, 2

00
8 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

17
24

.p
df



 

 

TABLE I 
NASA DATA [8] OF EFFORT ESTIMATION 

Project 
No. DKLOC Methodology Actual 

Effort 
1 90.2 30 115.8 
2 46.2 20 96 
3 46.5 19 79 
4 54.5 20 90.8 
5 31.1 35 39.6 
6 67.5 29 98.4 
7 12.8 26 18.9 
8 10.5 34 10.3 
9 21.5 31 28.5 
10 3.1 26 7 
11 4.2 19 9 
12 7.8 31 7.3 
13 2.1 28 5 
14 5 29 8.4 
15 78.6 35 98.7 
16 9.7 27 15.6 
17 12.5 27 23.9 
18 100.8 34 138.3 

 
The NF system is trained for 500 epoch and tested. The plot 

of data index v/s expected output and actual output is shown 
in Fig. 2. 

 

 
Fig. 2 Changed Parameters of Membership Functions of the input 

attributes 
 
In the following Tables II and III, the actual measured 

effort over the given 13 projects is shown, in the training case, 
and the 5 projects in the testing (i.e. validating) case for all 
models. It is tried to evaluate the performance of various 
models on basis of RMSSE and MMRE. This helps in 
comparing the results for each developed model. In Table IV 
RMSSE and MMRE criteria is computed over the complete 
data set. It can be seen that the Neuro-Fuzzy model 
outperform the Halstead, Walston-Felix, Bailey-Basili and 
Doty models. 

IV. CONCLUSION 
The performance of the Neuro-fuzzy based effort 

estimation Model and the other existing Halstead Model, 
Walston-Felix Model, Bailey-Basili Model and Doty Model 

models is compared for effort dataset available in literature 
[8]. The results show that the Neuro-fuzzy system has the 
lowest MMRE and RMSSE values i.e. 0.11943 and 7.0731 
respectively. The second best performance is shown by 
Bailey-Basili software estimation system with 0.1595 and 
13.877 as MMRE and RMSSE values. Hence, the proposed 
Neuro-fuzzy based system can be used for the software effort 
estimation of all types of the projects. 
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