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Abstract—Methods of clustering which were developed in the data mining theory can be successfully applied to the investigation of different kinds of dependencies between the conditions of environment and human activities. It is known, that environmental parameters such as temperature, relative humidity, atmospheric pressure and illumination have significant effects on the human mental performance. To investigate these parameters effects, data mining technique of clustering using entropy and Information Gain Ratio (IGR) K(Y/X) = (H(X)–H(Y/X))/H(Y) is used, where H(Y)=ΣP_i ln P_i. This technique allows adjusting the boundaries of clusters. It is shown that the information gain ratio (IGR) grows monotonically and simultaneously with degree of connectivity between two variables. This approach has some preferences if compared, for example, with correlation analysis due to relatively smaller sensitivity to shape of functional dependencies. Variant of an algorithm to implement the proposed method with some analysis of above problem of environmental effects is also presented. It was shown that proposed method converges with finite number of steps.
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I. INTRODUCTION

Environmental parameters such as temperature, relative humidity and atmospheric pressure have significant effects on human performance especially the mental performance. Several papers contain reviews and there is substantial evidence of an association between work performance and temperature. Some researches [1,2,3] indicates that most comfort temperature yields optimal work performance. Pepler and Warner [4] investigated the learning performance of university students at six temperatures ranging from 16.7°C to 33.3°C, beside temperature, relative humidity [5], atmospheric pressure [6] and illumination [7] have their own significance at human mental performance. To investigate these parameters effects, data mining technique of clustering based on entropy and information gain ratio (IGR) is used.

According to [8,9,10] clustering is the classification of objects into different groups, or more precisely, the partitioning of a data set into subsets (clusters), so that the data in each subset (ideally) share some common trait - often proximity according to some defined distance measure. There exists number of algorithms for the clustering of data, which includes hierarchial, partitioning and grid based algorithms. Different implementations of these algorithms also exist and are being used in many application areas. Comprehensive survey of clustering algorithms can be found in [10]. For clustering, relationship between different data items is very important. If we have better understanding of connection between data items then we can easily cluster the data with high accuracy. Different metrics like correlation coefficient have been proposed in the literature in order to find relationships among variables [9,10].

In this paper, a method for finding optimum bounds of clustering [9,11] is used. Currently this method assumes that first factor (Y) measures according to the fix range scale and the second one (X) according to the uncertain intervals. Let us explain this idea with an application in environmental scenario. Let’s investigate the relationship between environmental parameters (X) and mental performance (Y) (e.g. time for solution of a standard task). From the common sense we know the intervals for evaluation of performance (e.g. 30%, 70% and 100%). There is only need to find the optimum bounds of clusters in 2-dimensional space for temperature and performance. For this IGR can be used as distance metric [11].

This paper is organized as follows. Section II provides some key properties of proposed technique (IGR). Section III explains the algorithm to find optimum clustering bounds and summaries the algorithm and also provide some mathematical analysis of the algorithm. Section IV gives an application of this algorithm to investigate the environmental parameters effects on human mental performance and result discussions. Section V gives the concluding remarks.

II. PROPOSED TECHNIQUE

Let X=\{x(i)\}, Y=\{y(i)\} are sets of states x(i) and y(i), that take the investigation factors X and Y into the testing experiments with the corresponding probabilities P(j) > 0 and P(i) > 0, (i = 1,...,n; j = 1,...,m). The probability of the compatible appearance of values y(j) and x(i) via P(i,j) is
designed. It is supposed that we determined the information gain ratio $K(Y/X)$ as IMC (the informative measure of the connection) for X and Y in the following way [8]:

$$K(Y/X) = (H(X) - H(Y/X))/H(Y)$$  \hspace{1cm} (1)

Where,

$$H(Y) = - \sum_{i=1}^{n} P(i) \ln(P(i))$$ \hspace{1cm} (2)

is called the entropy of factor Y. The Ratio, $K(Y/X)$ has following three properties:

1) $0 \leq K(Y/X) \leq 1$;
2) $K(Y/X) = 0$, if $X$ and $Y$ are stochastically independent
3) $K(Y/X) = 1$, if and only if $X$ and $Y$ are fully functional dependent, that is the each value $x(i) \in X$ corresponds with the unique $y(j) \in Y$. \hspace{3.5cm} (3)

Following property can obviously be derived from above.

Properties 2) and 3) of the ratio $K(Y/X)$ are the basis to use it as IMC.

In order to have same representation about the quantity $K(Y/X)$ for different degrees of connection between X and Y, let us reduce results of the numerical experiment for the computer for the line model of the one-factor dispersion analysis with random effects [8], having a view,

$$y(i,k) = \sqrt{d} \cdot Z(i) + \sqrt{1-d} \cdot t(i,k), (i=1,...,d; k=1,...,n),$$

where $Z(i)$ and $t(i,k)$ are appropriate components of vectors of random numbers with the normal distribution, the mean and variance of $d$ and $(1-d)$ respectively. Where $d$ is the parameter characterizing (as seen from the determination $y(i,k)$ the closeness of connection.

As one should expect, $K(Y/Z)$ grows monotonously from d. $K(Y/Z) = 0$ when $d = 0$ and $K(Y/Z) = 1$ when $d = 1$, that it agrees with cases of the full absence of dependence and the presence of the functional dependence. It is for intermediate values $K(Y/X) = 0.2$ when $d = 0.4 - 0.5$; $K(Y/X) = 0.5$ when $d = 0.8 - 0.9$. It is to say that values $K(Y/X) = 0.25 - 0.5$ intuitively conform the presence of the middle degree of dependence between X and Y, and $K(Y/X) > 0.5$ is the presence of the strong one, that is near to the functional dependence.

It is known from the information theory [13], that:

$$H(Y/X) = H(Y,X) - H(Y), \hspace{1cm} (4)$$

Where $H(Y/X)$ is Kullback-Leibler divergence, the conditional entropy of the event under the condition of performance of the X ; $H(Y,X)$ is the entropy of the simultaneous appearance of occurrences Y and X. Values on the right side in the formula (4) will be written via probabilities. Considering the probabilities the equation (4) can be written as gives rise to the view

$$H(Y/X) = - \sum_{j=1}^{m} \sum_{i=1}^{n} P(i,j) \ln(P(i,j))$$

$$+ \sum_{i=1}^{n} P(i,.) \ln(P(i,.)/P(i,.))$$

$$- \sum_{j=1}^{m} \sum_{i=1}^{n} P(i,j) \ln(P(i,j)/P(i,.))$$ \hspace{1cm} (5)


Here we discuss how one can find the optimum bounds of clusters. Let the event $y(j) \in Y$ represent value y for the factor Y in the i-th range and $x(i) \in X$ is the multitude of values for the factor X, which locate inside the interval with the length $Q(j)$ and boundaries $b(j)$ and $b(j+1)$, $(j = 1,...,m)$. It is supposed for the definiteness that values $b(j)$ were arranged in increasing order, that is $b(1) < b(2) < ... < b(m+1) = b_m$, where $b_m$ and $b_1$ were the lower and the upper values from the multitude $X$, that is $b_1 = \min \{x\}$; $b_m = \max \{x\}$.

One must define values $b(j)$ in such manner that the dependence between X and Y would be as closed as possible and be the most near to the functional one. Taking into consideration the definition of $K(Y/X)$ in the formula (1) and the constant of $H(Y)$, this can be written mathematically in the following form:

One must find out those values $b(j)$ that:

$$F = H(X/Y) = - \sum_{j=1}^{m} \sum_{i=1}^{n} P(i,j) \ln(P(i,j)/P(i,.)) \rightarrow \text{min}$$ \hspace{1cm} (6)

Under next conditions:

$$\sum_{j=1}^{m} Q(j) = b_m - b_1$$

$$b_1 = b(1) < b(2) < ... < b(m+1) = b_m$$ \hspace{1cm} (7)

$$Q(j) \neq 0, (\text{i.e. exist at least one } x(i) \text{ inside of each } Q(j)\);$$ \hspace{1cm} (8)

Where

$$b_1 = \min \{x(i)\}; \text{ } b_m = \max \{x(i)\};$$ \hspace{1cm} (9)

$$P(i,j) = f(b(j));$$ \hspace{1cm} (10)

$$Q(j) = b(j + 1) - b(j)$$ \hspace{1cm} (11)

for the each $j = 1,...,m$

The senses of terms (6)-(11) are clear from previous definition and the term (10) indicatives that the probabilities $P(i,j)$ entering in the minimum function (11), are implicit functions from values of the bounds values of intervals - $b(j)$.

The solution of the problem (6) - (11) gives us the maximum value of the ratio $K(Y/X)$ and this means that it indicates those values of bounds of intervals $b(j)$ under which the dependence between X and Y is the most near to the functional one.
One can represent computation solution in the form of algorithm that belongs to the category of co-ordinate descent algorithms. Diagram of the proposed algorithm is as in Fig. 1:

![Algorithm Diagram](image)

Let us see in what case the function $F()$ in (6) will monotonously vanish. For the sake of this, we will discuss property of the ratio $K(Y/X)$, that characterizes the closeness of connection between $X$ and $Y$.

It was shown, [11] that when $K(Y/X) \to 1$ the connection between $X$ and $Y$ approaches to functional one. At the same time $H(Y/X)$ will monotonically tend to null. Therefore calculating values of $K(Y/X)$ will be used for range of difference factors by their entropy. In principle the quest of the global maximum in the whole change region of $b(j)$ can be conducted by the method of the sequentially checking of variants [8], however that will practically increased the volume of calculation. For example, if each $b(j)$ run for $N$ values, it needs $O(N^m)$ calculations of $F(b(j))$ for the whole searching of the variant, while they are in all $O(N^m)$ in the proposed method.

The application of the gradient descent method [8] of $\min F(b(j))$, $b(j)$ is little-effective both by reason of the setting difficulty of the increase step on the co-ordinate and by reason of the existence of local minimum at the function $F(b(j))$.

### IV. INVESTIGATION OF ENVIRONMENTAL PARAMETERS EFFECTS

In order to investigate the effects of environmental parameters on human mental performance, we conducted our experiment in which we involved five persons from our institute. For this made same psychological assessment tests were used and the task was given to every person. All experiments were conducted approximately at the same time of day. During the solution of the task the environmental parameters were measured and we recorded the time of solution as indicator of performance for each person was recorded. In the Table I one can see the $\min$ and $\max$ time which participants spent to solve the task throughout the whole period of our experiment.

After end of the experiment $\min$ and $\max$ outlier for each person (in average two records of each person) was removed and then data was normalized using (12), where $t_{\min}$ and $t_{\max}$ are given in Table I. This kind of normalization allowed us to eliminate influence of individual skills of participants (such as specific analytical skills etc.) and investigate only the deviation of performance versus changing of environmental parameters. After normalization first the classical technique of correlation analysis was applied, for investigation of the existence of dependencies between temperature, pressure and time to solve the task. Set of sampled data 104 records about normalized time and temperature in ascending order are represented in Fig. 3 and Fig. 4, where different label shows the results of different participants. Note that measurement of temperature and pressure has been conducted everyday, but mental performance tests were conducted on the availability of participants (see Table II).

$$t = \frac{t_f - t_{\min}}{t_{\max} - t_{\min}} \times 100$$

Fig. 2 shows the relationship between temperatures versus atmospheric pressure. The correlation coefficient between these two parameters is -0.45 and level of significance $\alpha<0.01$ i.e.; there exists strong dependence between these parameters. Based of this observation it was decided to focus our investigation of dependency only between temperature and time of solution of task.

Correlation analysis shows that there is not exist linear correlation between the temperature and time of solution, because $r=-0.01$(correlation coefficient). But on the other hand one can see in Fig. 3 that smallest time of solution i.e.
the best performance is noticeable at middle values of our measured temperature. That was the reason to apply the proposed technique of clustering for investigation of effects. First we split normalized time of solution on three subintervals i.e. 0-31%, 32%-75% and 76%-100%.

Fig. 3 shows the initial clusters of different day’s temperatures versus percentage of spent time to solve the task, with K(Y/X)=0.026. When we processed our data according to the algorithm [11], it adjusts cluster boundaries on the basis of entropy and IGR, after the adjustment of boundaries the final clusters will become as shown in Fig. 4. We get the gain ratio coefficient K(Y/X) = 0.43. In mentioned above [11], values of K(Y/X) between 0.25 – 0.5, correspondence with diapason from middle to strong dependencies, hence one can characterize existence dependency between above parameter as middle close to strong. This is in good accordance with results [14], where it was shown that maximal performance (i.e. min time of solution) was at temperature 20-23°C.

Analyzing the results of clustering in Fig. 4, one can make the conclusion that for investigated group of participants the average increment to the minimal time of solution into intervals of temperatures 19.4 - 24.9°C was about 47% of the difference between max and min time of solution (see Table I) and for interval 25.6 - 27.6°C was about 50% , whereas in interval of optimal temperature 24.8-25.6°C average performance was only 18.7% of above difference greater than minimal time of solution for each participants. In other words, average time of solution for each participant’ was close to minimal into this interval of temperatures.

<table>
<thead>
<tr>
<th>Min. Time(sec)</th>
<th>Max. Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>93</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
</tr>
<tr>
<td>3</td>
<td>177</td>
</tr>
<tr>
<td>4</td>
<td>151</td>
</tr>
<tr>
<td>5</td>
<td>92</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Information Gain Ratio developed in theory of information [15], is more useful in some cases than linear correlation coefficient, because it is less sensible to the shape of correlation curve. This technique can also be applied in combination with other techniques. One possible application of this technique is investigation of dependencies between environmental parameters and performance. In distinguished with linear correlation analysis, describes approach of clustering using information gain ratio found middle to strong degree of dependence between temperature and performance. This result coincides well with results of investigation [14]. Strong linear dependence between indoor temperature and pressure allowed us to eliminate parameter (pressure) and investigate influence of only the parameter (temperature) instead of both (temperature and pressure).

In this work it was investigated the effects of environmental parameters on human being performance. Obtained data was processed by using entropy and information gain ratio based clustering approach, it was found that at the range of temperature 24.8-25.6°C the investigated group shows the maximum performance. These results can be used for optimization of the work conditions in different areas of human beings activity to facilitate their better performance.
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