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Decision Making using Maximization of Negret

José M. Merig6, Montserrat Casanovas

mixed with the usual valuation methods becauseoth bases

Abstract—We analyze the problem of decision making undethe optimal choice is the one with the highest @alu

ignorance with regrets. Recently, Yager has dewsapnew method
for decision making where instead of using reghesuses another
type of transformation called negrets. Basicallipe tnegret is
considered as the dual of the regret. We studyptablem in detail
and we suggest the use of geometric aggregatioraips in this
method. For doing this, we develop a different rodthfor
constructing the negret matrix where all the valaes positive. The
main result obtained is that now the model is abledeal with
negative numbers because of the transformation donlee negret
matrix. We further extent these results to anothedel developed
also by Yager about mixing valuations and negtdtgortunately, in
this case we are not able to deal with negativebeismbecause the
valuations can be either positive or negative.

In this paper, we suggest a new method for decisiaking

under ignorance with negrets. We propose the use of

geometric aggregation operators in decision makith
maximization of negret. For doing this, we will @&dop a new
procedure for constructing the negret matrix wheee will
transform all the negret values in positive humb&tren, we
will be able to use the OWG operator because itaray deal
with positive numbers. Furthermore, we will apphist new
approach in Yagers model [20] about mixing valuatand
regret methods. Unfortunately, in this case, werarteable to
deal with negative numbers when using the OWG dpera
because the usual valuations can be either positinegative.

Keywords—Decision Making, Aggregation operators, Negretlt is also interesting to note that other transfations could be

OWA operator, OWG operator.

I. INTRODUCTION

N the literature, we find a wide range of aggrewati
operators for fusing the information such as thdeoed
weighted averaging (OWA) operator and the ordereigjted
geometric (OWG) operator. The OWA operator
introduced by Yager [1] and it provides a paranieeer
family of aggregation operators that includes thaximum,

developed in the negret matrix. Among them, onesibdes
construction could be the construction used in Almalytic
Hierarchy Process (AHP) [27]. The problem foundtliis
particular construction is that it cannot deal witbgative
numbers when using geometric aggregation operaerause
the results become inconsistent. Therefore, in paiger we

wagprefer to focus on a method that is able to de#i wegative

numbers.
In order to do so, the remainder of the papergaoized as

the minimum and the average, among others. The OWGllows. In Section I, we briefly comment some igas
operator is a geometric version of the OWA operataxggregation operators to be used throughout therpdp

introduced in [2] and it also provides a parametatifamily
of aggregation operators. For further reading e @wWA or
the OWG operator, see for example [3] — [24].

In [25], [26], Savage introduced the concept ofisiea
making with minimization of regret. It consists andecision
process where the payoffs are transformed in regilaes that
express the regret against the optimal choice dch estate of
nature. Recently, Yager [20] has suggested a diffemethod
for dealing with regrets. He develops a process tisas the
dual of the regret. He refers to these values asntgret
against the optimal choice. Then, by using the Ouyarator,

Section lll, we analyze the decision making probleith
maximization of negret. In Section IV, we study are
general model about mixing valuation and regrethods.
Finally, in Section V, we give an illustrative explm where
we can see the different results obtained by usiiregnew
approaches suggested in the paper.

Il. PRELIMINARIES

A. OWA Operator
The OWA operator was introduced in [1] and it po®s a

this method provides a parameterized family of eegrparameterized family of aggregation operators whictve

aggregation operators. Moreover, this method cao dle
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been used in a wide range of applications [9] .[22 the
following, we provide a definition of the OWA op¢oa as
introduced by Yager [1].

Definition 1: An OWA operator of dimension is a mapping
OWAR" —R that has an associated weighting vedtérof
dimensiom having the properties:

1) w00, 1]
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2 2w =1

and such that:

n
OWAay, a,..., &) = ijbj
j=1

whereb; is thejth largest of they.
From a generalized perspective of the reorderieg, sive

)

n Wi
OWGQ(ay, &,..., &) = []b;’
=1

©)

whereb; is thejth largest of they, andR’ is the set of positive
real numbers.

From a generalized perspective of the reorderiap st the
OWG operator, we have to distinguish between the
Descending OWG (DOWG) operators and the Ascending
OWG (AOWG) operators [13]. The weights of theserapm's
are related by = w*,.14, wherew, is thejth weight of the

have to distinguish betwe«_en the Descending OWA (DOQW DOWG (or OWG) operator and*,.,, ; the jth weight of the
operator and the Ascending OWA (AOWA) operator [14]AOWG operator. Note that it accomplishes similasgerties

The OWA operator is a mean or averaging operatois i a
reflection of the fact that the operator is comrtivéa
monotone, bounded and idempotent. It can also

demonstrated that the OWA Operator has as Spmscthe the geometric mean, the We|ghted geometric meaa,

maximum, the minimum and the average criteria anathgrs
[1], [9], [11], [15] — [19], [21].
B. Geometric Mean

The geometric mean is a traditional aggregationraipe
which has been used for different applications agin [28],
[29], for ratio-scale judgements. It is definedf@fows:

Definition 2: A geometric mean operator of dimensiois a
mappingGM: R —R , defined as:

1

GM(ay, a,..., @) = |_1| ()"

than the OWA operator [2] — [10]. For example, st
operator it is also found the maximum and the mimmas
l{@ﬁrticular cases. Other families found in this aggtion are

Hurwicz geometric criteria, etc.

I1l. DECISIONMAKING USING MAXIMIZATION OF MINIMAL
NEGRET

A. Introduction

The use of maximization of minimal regret in dewfsi
making was introduced by Yager [20]. This moddimsilar to
the minimization of regret process. The differefcehat the
negret process considers first the paygffwhile the regret
process considers first the maximal pay@ffor each state of

2y hature. That is, the regret is calculated Gs= c;; while the

negret asc; —C;. With this information, we can summarize the
basic steps when taking decisions with the negethod as

whereR’" is the set of positive real numbers. The geometrf@llows.

mean is commutative, monotonic, bounded and ideempot

Assume we have a decision problem in which we have

Note that it is also possible to consider a siarativhere the collection of alternativesAy, ..., A} with states of nature$,

weights of the arguments have different degreespbrtance.
Then, we are using the weighted geometric mean (\WGM
C. OWG Operator

The OWG operator was introduced in [2] and it pdeg a
family of aggregation operators similar to the OWperator.
It uses in the same aggregation the OWA operatdr tha
geometric mean. In the following, we provide a digfon of
the OWG operator as introduced by [13].

Definitigp 3: +An OWG operator of dimensiamis a mapping
OWGR —R that has an associated weighting ve&éof
dimensiom having the properties:
1) w00, 1]
n
2 2 =1

and such that:
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..., S} ¢j is the payoff to the decision maker if he selects
alternativeA; and the state of nature$s The matrixE whose
components are thg;, is the negret matrix. The objective of
the problem is to select the alternative which Ilsasisfies the
payoff to the decision maker. In order to do thig following
steps should be taken:

Stepl: Calculate the payoff matrix.

Step2: CalculateC; = Max{c;} for eachs.

Step3: Calculateg; = ¢; —Cj; for each paify andS.

Step4: CalculateE; = OWAey, ..., &,) using (1), for each
A
Step5: Selectd« such thak = Max{E}.

As we can see, once we calculate the negret matex,
aggregate the information obtained with the OWA rafm.
This method suggested by Yager is a general onentiades
among others the pessimistic, the optimistic are aherage
criteria. These particular situations are obtaibgdusing a
different manifestation in the weighting vectorSiep 4. Then:

698 1SN1:0000000091950263
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1) Whenw,; = 1 andw; = O, for allj # 1; we are using an
optimistic aggregation operator.

Whenw, = 1 andw; = 0, for allj # n; we are using a
pessimistic criteria.

2)

3)
matrix with the average criteria.

Note that we will refer to this decision procesdtas Max-
OWA-Negret procedure. Also note that other famibé$1ax-
OWA-Negret operators could be used in the aggregatf the
negret matrix such as the step-OWA, the window-OWh&,
olympic-OWA, the OWA median, the centered-OWA, the
OWA, the maximal entropy OWA, etc.

B. Using the OWG Operator

The use of the OWG operator in decision making withz)

maximization of negret is an alternative when tgkitlecisions
with negret methods. It consists in using the OW@rator in
the aggregation step of the negret matrix. Whemgusi
geometric operators, we need to modify the negratrim
because it cannot deal with negative numbers. prodlem
has also been considered for the regret matrix [LBgn, the
transformation we suggest is to sum the minimunu@ent in
absolute numbers plus the maximum argument andopleis;

- G + | Min{c;} + G | + 1. With this construction in the negret

matrix, we are able to aggregate with geometricregtion
operators because now, all the arguments are \msitihe
decision process will be the same as for the cake QWA
operators with the differences commented above. d&fie
summarize the procedure as follows:

Assume we have a decision problem in which we tave

collection of alternativesAy, ..., A} with states of nature&,

..., $}. ¢j is the payoff to the decision maker if he selects

alternativeA; and the state of nature$s The matrixE whose

components are theg;, is the negret matrix. The objective of

the problem is to select the alternative which Isasisfies the
payoff to the decision maker. Note that we refethte process
as the Max-OWG-Negret. In order to do this, we $théoilow
the following steps:

Stepl: Calculate the payoff matrix.

Step2: CalculateC; = Max{c;} for eachS.

Step3: Calculategj = ¢j— G + | Min{c;} | + | G | + 1; for
each paiy; andS.

Step4: CalculateE; = OW(Qgy, ..., &) using (3), for each
A.
Step5: Selecty- such thakEi: = Max{E}.

that they can be used in situations where the bighaue is
the best result and in situations where the lowakte is the
best result. The weights of these operators aegeloyw; =
W*n.1, Wherew; is thejth weight of the Max-DOWG-Negret

Whenw; = 1/n, for allj; we are aggregating the negretandw*,;,, thejth weight of the Max-AOWG-Negret operator.

As we can see, the main difference is that in tlex¥OWG-
Negret operator, the elemedgj= 1, 2, ...,n) are ordered in
an increasing waye; < &, <... < e, while in the Max-DOWG-
Negret (or Max-OWG-Negret) they are ordered in a
decreasing way.

Another interesting issue to consider is the prigeof this
generalized Max-OWG-Negret method:

1) Commutativity: any permutation of the arguments thas
same evaluation.

Monotonicity: If § > d; for alli = OW(de,,..., §) >
owQd,,..., d).

3) Boundedness: Mirg} < OWQe,, ..., §) < Max{e}.

4) ldempotency: Ie = e, for alli = OWJe,,..., ) =e.

As we can see, the generalized Max-OWG-Negret ndetho
accomplishes the same properties as the originalGOW
operator.

In this case, it is also included as particularesashe
maximum and the minimum. The maximum is obtaine@mvh
w; = 1 andw; = 0, for allj #1, and the minimum whew, = 1
andw; = 0, for allj #n. The geometric mean is also a special
type of aggregation operator found in this modelapgpears
whenw; = 1/n, for allj.

Other families of OWG operators could be used agthe
S-OWG operator, the olympic-OWG, the E-Z OWG wesght
the OWG median, the centered-OWG operator, etc. For
example, ifw; =w, = 0, and for all others;- = 1/(n — 2), we
are using the Max-olympic-OWG-Negret which has shene
methodology than the OWA version [18]. Note that # 3 or
n = 4, the Max-olympic-OWG-Negret is transformedtie
Max-median-OWG-Negret and ih = n — 2 andk = 2, the
Max-window-OWG-Negret is transformed in the Max-
olympic-OWG-Negret.

Another interesting family is the Max-S-OWG-Negret
operator which is based on [15], [17]. It can bbdiuded in
three classes, the “orlike”, the “andlike” and tpeneralized
Max-S-OWG-Negret. The “orlike” Max-olympic-OWG-
Negret operator is found when = (1h)(1 - a) + a, andw; =
(M)A - a) forj = 2 ton with a O [0, 1]. Note that ifa = 0O,
we get the Max-GM-Negret anddf= 1, we get the maximum.
The “andlike” Max-S-OWG-Negret operator is foundemtw,

As we can see, the main difference in this decision (1)1~ /A) + Bandw = (1h)(1 - p) forj=1ton -1 with

procedure is that now we use geometric aggregatenators.
Therefore, we need to develop a different negretrirnén
order to obtain positive numbers because the OW&abpr
cannot aggregate negative numbers.

From a generalized perspective of the reorderieg, sive
have to distinguish between the descending Max-OM¢éGret
operator and the ascending Max-OWG-Negret operalote
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£ 0 [0, 1]. Note that in this class, # = 0 we get the Max-
GM-Negret and if = 1, we get the minimum. Finally, the
generalized Max-S-OWG-Negret operator is obtaindterw
w; = (Ih)(1-(a+p) +aw,=(1h)(1-(a+pH) + L andw,

= (AM)@A - (a+ p) forj =2 ton - 1 wherea, S0 [0, 1] and
a + B < 1. Note that ifa = 0, the generalized Max-S-OWG-
Negret becomes the “andlike” Max-S-OWG-Negret &n
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0, it becomes the “orlike” Max-S-OWG-Negret operailso  Max-centered-OWA#-Val/Neg, the Max-SOWA#Val/Neg,
note that ifa + § = 1, the generalized Max-S-OWG-Negretetc.
operator becomes the Max-Hurwicz-OWG-Negret cateri In this process we could also study different proee such
We note that the median and the weighted mediaratsn as  commutativity, = monotonicity, = boundedness  and
be used as Max-OWG-Negret operators. For the Madkiane idempotency. It is commutative because any perioutadf
OWG-Negret, ifn is odd we assign, . 1> = 1 andw;- = 0 for the arguments has the same evaluation. ThaOWAmy,
all others. Ifn is even we assign for examplé,, = W2y + 1= My,..., My) = OWApPy, Pa,..., Pn), Where fy,...,p) is any
0.5 andw; = 0O for all others. For the weighted Max-medianpermutation of the argumentsnyg...,m). It is monotonic
OWG-Negret, we select the argumdmnt that has thekth  because ifm > p;, for all m, then, OWAIm, my,..., m,) >
largest argument such that the sum of the weigbta flL tok OWAPp:, po,..., pn). It is bounded because the OWA
is equal or higher than 0.5 and the sum of the hiteifom 1 aggregation is delimitated by the minimum and tleimum.
tok -1 is less than 0.5. That is, Min{m} < OWA(ImM, My,..., m,) < Max{m}. It is
A further family of aggregation operator that coblel used idempotent becauserif =m, for all m, then,OWAmy, m, ...,
is the Max-centered-OWG-Negret operator. Note thigttype m,) =m.
of aggregation operator is based on the OWA version B. Mixing Valuations and Negret Methods with the OWG
developed recently by Yager [21]. We can define axM Operator
centered-OWG-Negret operator as a centered aggegat

operator if it is symmetric, strongly decaying andlusive. It Now we are going to further extend the previoushmet

when using geometric aggregation operators. Thegsis

. e ) ; e
IS symmetric ifwj = W . Itis .str(.)ngly decaying whein< j < very similar with the difference that now we use OBWG
(n+ 1)/2 thenw; <w; and wheri > = (n + 1)/2 therw; <w;. It . .

operator in the aggregation step. The process can b

is inclusive ifw; > 0. Note that it is possible to consider a .
. " . . summarized as follows.

softening of the second cgndmon by usmg;y\/j instead o Assume we have a decision problem in which we teave

< w. We shall refer to this as softly decaying Max{eeeq- collection of alternativesA;, ..., A} with states of nature$,

OWG-Negret operator. Note that the Max-GM-Negreais ..., S}. ¢j is the payoff to the decision maker if he selects

example of this particular case. Another part|csiau.at|0n of alternativeA, and the state of natures LetC, = Max{c;} for

the Max-centered-OWG-Negret operator appears ifengove eachs. Then:

the third condition. We shall refer to it as a rinalusive Max-

centered-OWG-Negret operator. For this situatios,fiwd the

. * = i . A —-C
Max-median-OWG-Negret as a particular case. Stepl: Letmy* = ¢; + af| Min{cy} | + | Max{c} | - G + 1]

wherea O [0, 1]. Note that this result is equivalentrtg* =

IV. USINGVALUATION AND NEGRETMETHODS IN THESAME m; + a [ Min{c;} | + [ Max{c;} | + 1].

DECISIONPROCESS Stee)z: For each alternativa;, calculateM;* = OWQm*,
ey M),
A. Introduction Step3: Select the alternativ, such thaMy* = Max[M;*].

A more general formulation for decision making was
introduced by Yager in [20] where he suggestedmbisation This process can be denoted as Max-Ow\zal/Neg
between valuation and negret methods in the saroiside Method. From a generalized perspective of the exang step,
model. This process is summarized as follows. we have to dIStlnngh between the descending MasCIn-

Assume we have a decision problem in which we hmveVal/Neg operator and the ascending Max-O\W-®hl/Neg
collection of alternativesAj, ..., A} with states of nature§,, ~ operator. Note that they can be used in situatighere the
..., S}. ¢ is the payoff to the decision maker if he selectBighest value is the best result and in situatiohere the
alternativeA; and the state of natureSs Let C; = Max{c;} for lowest value is the best result. But in a morecidfit context,

eachS. Then: it is better to use one of them for one situatiod ¢he other

one for the dual situation. The weights of theserafors are

Stepl: Letm; = ¢; — aC; wherea I [0, 1]. related byw, = w*,4.1, wherew; is thejth weight of the Max-

Step2: For each alternativ&, find M; = OWAmy, ...,m,). DOWG/a-Val/Neg andw*,j.; the jth weight of the Max-
Step3: Select the alternativi, such thaM, = Max [M]]. AOWG/a-Val/Neg operator.

Note that different properties could be studied tlis

This process can be denoted as Max-Ow¥al/Neg method. It is easy to see that this method is nwniot
method. As we can see,df= 0, we get the usual Max-OWA- commutative, idempotent and bounded. It is monatoni

val method and ifad = 1, we get the Max-OWA-Negret because ify* > p, for all m*, then, OWQ@my*, mp*,..., my)
method. Note than; can be also formulated a§ = a g + (1 = OWAP*, po*..., pa*). It is commutative because any

- a) ¢;. Also note that it is possible to consider a wilege of permutation of the arguments has the same evatuatluat is,

families of Max-OWA&-Val/lNeg such as the Max-step-OWAM", Mpf..., m¥) = OWEpS po*..., pY), where

OWA/a-Val/Neg, the Max-window-OWA#-Val/Neg, the (Ps*,.... ) is any permutation of the argumentsyy,...,

International Scholarly and Scientific Research & Innovation 2(6) 2008 700 1SN1:0000000091950263
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m,*). It is idempotent because iifiy* = m*, for all m*, then,

if it is symmetric, strongly decaying and inclusivi is

ow@Em*, my*,..., my*) = m*. It is bounded because thesymmetric ifw; = wj.,. It is strongly decaying wher<j < (n

OWG aggregation is delimitated by the minimum ahé t
maximum. That is, Minfy*} < OWGEm*, myp*,..., my¥*) <
Max{m*}.

+ 1)/2 therw; <w; and wheri >j = (n + 1)/2 thenw; <wj. It is
inclusive if w, > 0. Note that it is possible to consider a
softening of the second condition by usimgs w; instead of;

As we can see, ifr = 0, we get the usual Max-OWG-Val < w;. We shall refer to this as softly decaying Max+eeed-
method and ifa = 1, we get the Max-OWG-Negret method. OWG/a-Val/Neg operator. Note that the Max-GiAVal/Neg

Note that it is possible to consider a wide ranfjiamilies of
Max-OWG/a-Val/lNeg such as the Max-step-OWe/
Val/Neg, the Max-window-OWGF-Val/Neg, the Max-
centered-OWG#-Val/Neg, the Max-SOWGH-Val/Neg, etc.

For example, ifn = 1 andw; = 0, for allj # k, we get the
Max-step-OWGé&-Val/Neg method. The Max-GM£Val/Neg
method is found whew, = 1h, for all .

Whenw; = Iimfork<j* <k +m-1 andw; = 0 forj* >k
+ m andj* < k, we are using the Max-window-OW&/
Val/Neg operator. Note th&tandm must be positive integers
such thak + m - 1 < n. Also note that iin =k = 1, the Max-

is an example of this particular case of Max-cadedWGH-
Val/Neg operator. Another particular situation & tMax-
centered-OWG#-Val/Neg operator appears if we remove the
third condition. We shall refer to it as a non-iile Max-
centered-OWG#-Val/Neg operator. For this situation, we find
the Max-median-OW@Gf-Val/Neg as a particular case.

A further interesting family is the Max-S-OW@&WNal/Neg
operator. It can be subdivided in three classes;dHike”, the
“andlike” and the generalized Max-S-OWBYal/Neg. The
“orlike” Max-S-OWG/a-Val/Neg operator is found whem, =
(AMn)(1 - a) + a, andw; = (1h)(1 - a) for j = 2 ton with a O

window-OWG/-Val/Neg is transformed in the maximum. If[0, 1]. Note that ifr = 0, we get the geometric mean and i

m = 1,k = n, the Max-window-OWGd#-Val/Neg becomes the
minimum. And ifm = n andk = 1, the Max-window-OWG#-
Val/Neg is transformed in the geometric mean.

Another type of aggregation that could be usethésMax-

1, we get the maximum. The “andlike” Max-S-OWf/
Val/Neg operator is found whem, = (1h)(1 - 8) + Sandw; =

(In)(1-p forj=1ton-1withg O[O0, 1]. Note that in this
class, if3= 0 we get the geometric mean an@ i 1, we get

EZ-OWGla-Val/Neg weights. In this case, we shouldthe minimum. Finally, the generalized Max-window-@Vd-

distinguish between two classes. In the first ¢lags assign
W = (1/g) for j* = 1 toq andw= = O forj* >q, and in the
second class, we assigh = 0 forj* = 1 ton - g andw; =
(1fq) forj* =n-q + 1 ton. If g =1 for the first class, the
Max-EZ-OWG/a-Val/Neg becomes the maximum. Andgif=
1 for the second class, the Max-EZ-OW&/al/Neg becomes
the minimum. Note that the Max-EZ-OW&WVal/Neg is
transformed in the Max-GM#£Val/Neg if g =n. If g =mandk
= 1, the Max-EZ-OWGH#Val/Neg becomes the Max-window-
OWG/a-Val/Neg for the first class. And for the secondsd,
it is found the Max-window-OW@i-Val/Neg if g = mandk =
n-q+1.

Whenw,; =w, = 0, and for all otheras- = 1/(n — 2), we are
using the Max-olympic-OW@-Val/Neg. Note that i = 3 or
n = 4, the Max-olympic-OWGH#-Val/Neg is transformed in the
Max-median-OWG#-Val/Neg and ifm=n - 2 andk = 2, the
Max-window-OWGEH-Val/Neg is transformed in the Max-
olympic-OWGI/a-Val/Neg.

Note that the median and the weighted median csm la
used as Max-OWG@tVal/Neg operators. For the Max-
median-OWG#-Val/Neg, if n is odd we assigmw + 2 = 1

Val/Neg operator is obtained when;, = (1h)(1 - (a + B) +
a, W, = (Ih)(1 - (a + B)) + B, andw; = (Lh)(1 - (a + B)) forj
=2 ton-1wherea, £0[0, 1] anda + B< 1. Note that ifa =

0, the generalized Max-S-OW&Nal/Neg operator becomes
the “andlike” Max-S-OWGd#-Val/Neg operator and jf =0, it
becomes the “orlike” Max-S-OW@#Val/Neg operator. Also
note that ifa + 5= 1, the generalized Max-S-OW&WVal/Neg
operator becomes the Max-Hurwicz-OW#B/al/Neg criteria.

V. [LLUSTRATIVE EXAMPLE

In the following, we are going to develop an exampi
order to understand numerically all the procedamamented
above. We will develop a decision making problendam
ignorance about selection of investments. We wilvedop
different transformations in the initial payoff matsuch as
the usual regret matrix, the geometric regret matthe
arithmetic negret matrix, the geometric negret matthe
arithmetic combination between valuations and risgrand
the geometric combination between valuations angrets.
Then, we will aggregate these matrixes with diffeérgpes of
aggregation operators. For the arithmetic matrixes, will
consider the average (AM), the weighted average Y\itde

andw;. = O for all others. Ih is even we assign for example,y\y/a operator and the AOWA operator, and for thergesic

Whi2 = W2y + 1 = 0.5 andwj» = O for all others. For the weighted

Max-median-OWG#-Val/Neg, we select the argumentthat

ones, the geometric mean (GM), the weighted gednagan
(WGM), the OWG and the AOWG operators.

has thekth largest argument such that the sum of the weight we should note that in these methods the resulisirss
from 1 tok is equal or higher than 0.5 and the sum of thRom the aggregations are relevant for selectinglg@rnative

weights from 1 tk — 1 is less than 0.5.
A further type of aggregation operator that coutdused is
the Max-centered-OW@tVal/Neg. We can define a Max-

but not for considering the specific result obtdinén this
example, we will assume the following weighting teeovhen
necessary: W = (0.1, 0.1, 0.2, 0.3, 0.3). For tiametera to

centered-OWG#-Val/Neg as a centered aggregation operator
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be used in the combination between valuations agdets, we
will consider thata = 0.5.

TABLE IV

NEGRET MATRIX

Step1l: Assume an investment company has five possible

investments and they want to select the alterndtiae better
adapts to his interests.

1) A;is acar company.

2) A;is afood company.

3) Agis a computer company.
4) A, is a chemical company.
5) Asisa TV company.

S S S S S
A -50 -20 -10 -40 -50
Az -40 -60 0 -50 -20
As -50 -30 -20 -20 -30
Aq 0 0 =70 -60 -50
As -60 =70 -60 0 0
TABLE V

NEGRET MATRIX FOR THE GEOMETRIC OPERATORS

The possible results depending on the state ofredhat S S S S S
happens in the future are shown in Table 1. AL 51 81 61 61 51
A 61 41 51 51 81
TABLE | As 51 71 81 81 71
PAYOFF MATRIX
Ay 101 101 41 41 51
S S S S S As 41 31 101 101 101
A 30 60 80 40 40
A 40 20 90 30 70 TABLE VI
As 30 50 70 60 60 COMBINATION BETWEEN VALUATIONS AND NEGRETS
80 80 20 20 40
A s S S S s
As 20 10 30 80 90 A 10 20 P 0 "
. 2 0 -20 45 -10 25
Step2: Calculate the transformed matrixes. For theeateg
: ; As -10 10 25 20 15
matrix we will useC; = Max{c;} for each§ andr; = G —c;; 40 40 5 0 =
for each paiy; andS, and for the geometric regret matrix we As
will considerr; = C; —¢; + 1. For the negret matrix we will use ___ % —20 30 15 40 45
g = ¢; — C;; for each pairA; and S, and for the geometric
negret matrix we will consideg; = ¢; — G + | Min{c;} | + | G | TABLE VI
+ 1. For the combination between valuations andetegve GEOMETRIC COMB'NAT,\'IOE'\(;SEI;VEEN VALUATIONS AND
will use m; = ¢; — aC; wherea = 0.5, and for the geometric s S s s s
version,my* = ¢; + a [| Min{c;} | + | Max{c;} | - Cj + 1]. The
results are shown in Tables Il — VII. A 40.5 705 705 50.5 45.5
A 50.5 30.5 70.5 40.5 75.5
TABLE Il A 40.5 60.5 75.5 70.5 65.5
REGRET MATRIX Ay 90.5 90.5 30.5 30.5 45.5
s s S s S As 30.5 20.5 65.5 90.5 95.5
A 50 20 10 40 50 ) _ ) _
A 40 60 0 50 20 Step 3: Aggregate the previous matrixes with their
corresponding aggregation operators. We will agageedhe
As 50 30 20 20 30 . X
0 o o 60 o regret matrix (Table 1), the negret matrix (Tatd and the
As ! s combination matrix between valuations and negrétable
As 60 70 60 0 0 VI), with the AM, the WA, the OWA and the AOWA
operator. The regret matrix for the geometric ofesa(Table
TABLE Ill ), the negret matrix for the geometric operat¢fable V)

REGRET MATRIX FOR THE GEOMETRIC OPERATORS

S S S S S
A 51 21 11 41 51
A 41 61 1 51 21
As 51 31 21 21 31
Aq 1 1 71 61 51
As 61 71 61 1 1

International Scholarly and Scientific Research & Innovation 2(6) 2008

and the geometric combination between valuatiodsregrets
(Table VII) will be aggregated with the GM, the WGHIthe
OWG and the AOWG operator. The results obtainece&mh
aggregation operator are shown in Tables VIII —IXNote
that we are interested in establishing an ordemfigthe
alternatives but not in the particular values oisdi in the

aggregation because each matrix has used a differen

construction process. Therefore, the values oldaineeach
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matrix are completely different and cannot be comgavith
other matrixes.

TABLE Xl

AGGREGATED RESULTS OF THE GEOMETRIC COMBINATION
BETWEEN VALUATIONS AND NEGRETS

GM WGM OWG AOWG
TABLE VI
AGGREGATED REGRET AL 54.07 52.91 48.97 59.71
A 50.61 54.20 4373 58.56
AM WA OWA AOWA
As 61.13 65.13 56.57 66.07
A 34 36 27 41 Ay 51.04 4274 41.06 63.45
Ao 34 31 25 43 As 51.26 66.65 39.42 66.65
A 30 27 26 34
36 47 23 49 . .
Aa Step4: Select the optimal investment for each methsl.
a 38 25 25 St we can see, we will seledt for the Min-AM-Regret, the Min-
AOWA-Regret, the Max-AM-Negret, the Max-AOWA-
AGGREGATED RETGAF?I'E-TE":)(() R THE GEOMETRIC Negret, the Max-OWAI-Val/Neg, the Max-GM-Negret, the
TRANSEORMATION Max-(/)WG-lj\legret, thel,-I Il\J/Iax-(?M/-\ijaI;Neg, andr:‘or the Max-
OWG/u-Val/Neg. A, will be selected if we use the Min-OWA-
GM WGM OWG AOWG . .
Regret, the Max-OWA-Negret, the Min-GM-Regret, tia-
Au 30,08 82.16 23.61 38.32 OWG-Regret and the Min-AOWG-Regret. Finally, we Iwil
Ao 19.3 17.73 11.70 31.81 selectAs if we use the Min-WA-Regret, the Max-WA-Negret,
As 29.3 26.81 25.79 33.29 the Max-AM/M-Val/Neg, the Max-WAd-Val/Neg, the Max-
A4 1171 26.18 .07 27.07 AOWA/a-Val/Neg, the Min-WGM-Regret, the Max-WGM-
As 12.14 5.25 5.25 28.05 Negret, the Max-AOWG-Negret, the Max-WGidVal/Neg
and the Max-AOWG@i-Val/Neg.
TABLE X . Another possibility is to establi§h an ordering thfe
AGGREGATED NEGRET investments. The results are shown in Table XIVteNibat
meangreferred to
AM WA OWA AOWA
A -34 -36 -27 -41
TABLE XIV
Ao —34 —31 —25 —43 ORDERING OF THE INVESTMENTS
A -30 -27 -26 -34
Ay -36 -47 -23 -49 Min-AM-Regret A’i%Al: }AZ!}AG
As -38 -25 -25 51 Min-WA-Regret AstAgtAztArtA,
Min-OWA-Regret AatAo=PstAstA
TABLE X Min-AOWA-Regret AgtAct Aot AutAs
AGGREGATED NEGRET FOR THE GEOMETRIC Max-AM-Negret AstA=Ao tAstAs
TRANSFORMATION Max-WA-Negret At Ak Aot AL VA
GM WGM OWG AOWG Max-OWA-Negret AatAo=As tAs AL
A 60.09 58.41 56.36 64.08 Max-AOWA-Negret ActA A0 AL A
Ao 55.5 58.36 50.93 60.49 Max-AM/a-Valuation/Negret AstAgtA=A2 A
As 70.05 73.36 66.00 74.34 Max-WA#-Valuation/Negret AstAstAztALtA
Aa 61.42 5242 51.29 73.56 Max-OWAAh-Valuation/Negret AstAstArtAztA
s 66.59 82.01 54.07 8201 Max-AOWA#-Valuation/Negret AstAst Ao tAstAr
Min-GM-Regret AdtAst Ao tAstA
TABLE XII .
AGGREGATED RESULTS OF THE COMBINATION BETWEEN Min-WGM-Regret AsthatAatAstAr
VALUATIONS AND NEGRETS Min-OWG-Regret AutAstPotAtAg
AM WA OWA AOWA Min-AOWG-Regret AstAstAotAgtA
A 8 6.5 1 15 Max-GM-Negret AstAstAstAL A
Ao 8 11.5 ) 18 Max-WGM-Negret AstAstAL A AL
As 12 15.5 75 165 Max-OWG-Negret AgtActAstAstA
A 6 -45 -6.5 185 Max-AOWG-Negret AstAstAstALtA,
As 16 23,5 4 28 Max-GM/a-Valuation/Negret AstAtAstALTA
Max-WGM#a-Valuation/Negret AAgHA A A,
Max-OWGh-Valuation/Negret AALA AL AS
Max-AOWGH-Valuation/Negret AstAstAstArtAr
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As we can see, depending on the decision process tie
ordering of the investments will be different. Ndtet each
decision maker will select a different process aejigg on its
own characteristics and interests.

VI. CONCLUSION

decision making under ignorance. We have introdubedise
of geometric aggregation operators in decision ngkiith
maximization of negret. We have seen that the megerix
cannot be constructed in the same way as with rittereetic
version because the OWG operator cannot aggreggiine

(9]
[10]

[11]
In this paper we have developed a new approach for

decision making”,Int. J. Intelligent Systemsvol. 18, pp. 689-707,
2003.

J.M. Merig6,New Extensions to the OWA Operators and its apiiina
in business decision makindhesis (in Spanish), Dept. Business
Administration, Univ. Barcelona, Barcelona, Sp&@Q7.

J.M. Merig6, and M. Casanovas, “Geometric Operatordecision
Making with Minimization of Regret”,Int. J. Computer Systems
Science and Engineeringubmitted for publication.

Z.S. Xu, “An Overview of Methods for Determining GMWWeights”,
Int. J. Intelligent Systemsol. 20, pp. 843-865, 2005.

12] Z.S. Xu, “An approach based on the uncertain LOW{@ aduced

[13]

[14]

numbers. Therefore, a new scheme has been sugdested

constructing the negret matrix. With this new methae have
been able to transform the negative numbers ofirftel

negret matrix in positive numbers that can be usid the
OWG operator. From a general point of view, thighod is
very practical in the sense that it permits to deigth negative

transformation done in the negret matrix.

mixing valuation and negret methods in the samdsibec

process for the case when using geometric aggoegati2i]

[22

operators. We have seen that this method permitsitahe
payoffs with the regrets. Unfortunately, this meths not able
to deal with negative numbers because the valuatisolts
can be either positive or negative.

Finally, an illustrative example has been givenudtibe use

of the new approaches suggested in the paper. We hg4]

focused in an investment selection problem wherehaee
seen the different results obtained depending enntlethod
used.
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