
 

 

 
Abstract—Random and natural textures classification is still 

one of the biggest challenges in the field of image processing and 
pattern recognition. In this paper, texture feature extraction using 
Slant Hadamard Transform was studied and compared to other 
signal processing-based texture classification schemes. A 
parametric SHT was also introduced and employed for natural 
textures feature extraction. We showed that a subtly modified 
parametric SHT can outperform ordinary Walsh-Hadamard 
transform and discrete cosine transform. Experiments were carried 
out on a subset of Vistex random natural texture images using a 
kNN classifier.  

 
Keywords—Texture Analysis, Slant Transform, Hadamard, 

DCT.  

I. INTRODUCTION 
EXTURE can be used in the analysis of images in 
several ways: in the segmentation of scenes into distinct 

objects and regions, in the classification or recognition of 
surface materials in detection of defects and abnormalities, 
and in the computation of shape from surface. Although an 
implicitly known term, an exact definition of texture either 
as a surface property or as an image property has never been 
adequately given. Although the concept of a surface texture 
as a pattern of variations in macroscopic surface topology is 
easy to accept, real-world surface textures are extremely 
difficult to model mathematically. Texture modeling as a 
function of surface attributes is yet more complex, since an 
accurate model must incorporate descriptions of both the 
optical properties of the surface materials and of the 
geometries of the lighting sources and imaging system. In 
general, real texture modeling is a complex and hard to 
solve problem, regarding infinite combination of 
illumination, reflexes, surface topologies, shadows, and so 
on. 

Texture analysis has been studied for many years and vast 
studies have been accomplished in this field.   In a more 
comprehensive categorizations, Tuceryan and Jain [14] 
distinguish four different approaches to texture analysis: 
statistical, geometrical, model-based and signal processing 
approaches [4]. All of the described methods in this study 
case signal processing-based. They consider the texture to 
be analyzed as a 2D or 3D matrix and apply signal 
processing algorithms on it. 
In this paper a new texture feature extraction scheme called 
Slant-Hadamard Transform (SHT)  will be introduced. We 
describe and compare SHT with two other feature 
extractors, ordinary Walsh-Hadamard Transform (WHT) 
and Discrete Cosine Transform (DCT), to show its 
advantages in texture classification.  
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Historically, Enomoto and Shibata [3] conceived the first, 
eight points slant transform in 1971. Its major innovation is 
given by the slant vector, which can properly follow gradual 
changes in brightness of natural images. Since its 
development, Pratt, Welch, and Chen [5,6] have generalized 
it. They presented a procedure for computing the slant 
transform matrix of order 2n. The slant transform has the 
best compaction performance amongst the non-sinusoidal 
fast orthogonal transforms, but it is not the best in its 
performance measure [1]. In general, there is a tradeoff 
between time and its computational complexity. Therefore, 
the Slant-Hadamard Transforms improvement schemes that 
yield performance comparable to that of the DCT without 
incurring their computational complexity have been 
developed. This transform is parametric and proposed by 
Again et.al [1]. This parametric class performs better in 
generalized Wiener filtering than exiting Slant-Hadamard 
transforms for the first-order Markov and generalized image 
correlation models [1]. 

This paper has been organized as below: Slant-Hadamard 
transform is introduced in Section 2. Texture features is 
described in Section 3. In Section 4, we illustrate the 
performance of rival schemes in texture classification. The 
paper will be concluded in section 5. 

II. SLANT HADAMARD TRANSFORM  

This section briefly reviews the Slant Hadamard 
Transform (SHT) and its background. Many digital signal 
and image processing concepts, such as transmission and 
processing, filtering, compression, encoding, restoration, 
and enhancement of images and signals, require the use of 
fast unitary transforms such as the Walsh Hadamard 
Transform (WHT). However, a phenomenon characteristic 
of digital images is the presence of approximately constant 
or uniformly changing grey levels over a considerable 
distance or area which is not completely match the WHT 
property of sharp changes [2]. The slant transform is 
specifically defined for efficient representation of such 
signals. It is a piecewise linear basis that follows the spirit 
of the Walsh transform, possessing a discrete saw tooth-like 
basis vector, which efficiently represents linear brightness 
variations along an image line. This transform has been used 
for signal compression [5,6], pattern recognition [9,12], and 
in Intel’s ‘Indo’ video compression algorithm [13]. With 
this background, Slant Transform is defined to have the 
following properties:  

 
1. An orthonormal set of basis vectors (A subset 
{v1,…,vk} of a vector space V which is called 
orthonormal if the     inner product <vi,vj>=0 when 

ji ≠ ).  
2. One constant basis vector (The first row of slant 
matrix is constant basis vector). 
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3. One slant basis vector. (The second row of slant 
matrix is slant basis vector). 
4. The sequency property (the sequency of base 
vector is equal to the sign change number of its 
elements).  
5. Variable size transformation.  
6. A fast computational algorithm.  
7. High energy compaction (A major attribute of an 
image transform is that the transform compact the 
image energy to a few of the transform domain 
samples. A high degree of energy compaction will 
result if the basis vectors of the transform matrix 
“resemble” typical horizontal or vertical lines of an 
image) [16].  
 

   The Slant Transform definition and its properties are 
given in [5], [6].  

This has stimulated the construction of a new class of 
custom-built fast unitary transforms as follows: The forward 
and inverse slant Hadamard transforms of order nN 2=  for 
( ,...3,2,1=n ), are defined as  XSxxSX T

nn
22 , == , where 

nS2  is generated recursively [5,6]:  
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where MO denotes the MM ×  zero matrix, ⊗  denotes 
the Kronecker operator product, and the nQ2  is the 
recursion kernel matrix defined as: 
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where 22 >n , Im denotes an identity matrix of 

order 0
0 ,, OOm  are row and column zero vectors 

respectively, and the parameters na
2

 and   
nb2 are obtained 

recursively by:  
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 Where 22

2
22

2 22,1 −− ≤≤−= nn
na β  [10]. 

The parametric slant transforms fall into one of at least 
four different categories, depending on the n2β value 
chosen, and they are considered as special cases of Slant-
Hadamard and Hadamard Transforms of order 2n for 
instance: 

1. For 1... 284 ===== ββββ n  we obtain the 
classical slant transform [3, 9]. 

2. For 22
2 2 −= n

nβ   for all ,2,2 ≥nnβ  we obtain the 

ordinary WHT [8]. 

3. For ,4,... 284 ≤==== βββββ n  we refer to this 
case as the constant -beta slant transform [9]. 

4. For
,22,... 22

2
22

284
−− ≤≤−≠≠≠ nn

nn ββββ
,...,4,3,2=n  we refer to this case as multiple-

beta slant transform. In this case, some of n2β can 
be equal but not all of them. 

III. TEXTURE FEATURES  

In this section, we briefly introduce three competitive 
feature extractors used in this study: Discrete Cosine 
Transform, ordinary Walsh/Hadamard Transform, and the 
proposed Slant Hadamard Transform-based method. 

A. Discrete Cosine Transform 
Most of current approaches to the texture feature 

extraction problem employ statistical methods such as co-
occurrence matrices or Local Binary Patterns[17]. For the 
analysis of a texture image, statistical methods usually 
require large storage and a lot of computation to calculate 
the feature vectors. For solving these problems, some 
researchers have employed signal processing-based methods 
like DCT for texture representation. DCT shows that it is a 
practical and reliable method for image and texture feature 
extraction as well as compression in many applications [7]. 

To apply the DCT transform, we firstly convert an RGB 
image into gray level. The two dimensional DCT then can 
be written in terms of pixel values f(i,j) for i,j = 0,1,… , N-1 
and the frequency-domain transform coefficients (i.e. DCT 
coefficients) F(u,v) would be:  
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For u, v = 0, 1,…, N-1  

Where 
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0=x
  

As equation 4 shows, DCT also is a real transform. 
As Fig. 1.b and c depict, in the DCT transform domain, 

lower frequency coefficients gather at the top-left corner 
and higher frequency ones at the bottom-right corner of the 
transformed matrix.  
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(a)  

(b) 
 

(c) 
Fig. 1 (a) DCT Basis Pattern, (b) Increment of frequency, (c) 

Frequency  bands in the DCT domain 
       

We extract a 10 component feature vector from each 
transformed image. The first two features are the mean (µ) 
and standard deviation (δ) of F(u,v). We also divided F(u,v) 
into four frequency bands using equidistance 1/4 margins 
and compute the µ and δ of each band to obtain eight more 
features (see Fig. 1.c). 

B.   Ordinary WHT  Features   
Amongst the family of orthogonal linear transforms of 

time/spatial domain signals, which mostly employ 
sinusoidal-based kernel functions (e.g. Fourier or DCT), the 
Walsh Hadamard Transform (WHT) which employs 
rectangular kernel function is relatively different case. The 
natural Hadamard Matrix is defined recursively as below: 
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The Hadamard matrix can also be obtained by defining its 
element in the kth row and mth column of H 

)1,...,1,0,( −= Nmk  as 
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We used a sequency-ordered Hadamard matrix, where 

the rows (and columns) are ordered according to their 
sequency, i.e. in the first row there are no sign changes, and 
in the nth row there are n-1, e.g. see Fig. 3.a. The 2D Walsh-
Hadamard transform can be defined as WHT(f) = H.f.H’  

where f is the image and H and H’ are the Hadamard matrix 
and its transpose. Note that for a Hadamard matrix H= H’. 
Apart from the substitution of the sequence concept instead 
of the frequency, the distribution of the transform domain 
coefficients is similar with the DCT. 
                                    
                        
    

 
(a) 

 
(b) 

 
(c) 

Fig. 2 (a) Sequncy ordered 88× Hadamard matrix H8 , (b) a 
texture, (c) its Hadamard transform 

 
There are some simple algorithms to convert a natural 

Hadamard matrix to a sequency ordered one [4]. Fig. 2.a 
depicts an 88×  sequency ordered Hadamard matrix. In our 
experiments we also extracted a 10 component feature 
vector from each input image.  They were the global  µ and 
δ, along with the µ and δ of  4 respective sequency bands. 
 

C.    SHT Features 
As we described in section 2, SHT is a parametric 

transform where we can gain different characteristics from a 
unique transform by changing its parameters. For instance, 
Fig. 3 shows an 88×  SHT matrix with == 84 ββ 1, and 
the rows of a 1616× SHT matrix. As mentioned before, row 
0 and row 1 of the SHT matrix include the constant and 
slant basis vector respectively. By changing the βs we can 
produce different transform matrices, therefore have various 
properties in the transform domain. SHT feature vectors 
contained the global and 4-band µ and δ too (10 
components).  
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Fig. 3  An 8x8 Slant Hadamard matrix (top), and rows of a 16x16 

SHT matrix (bottom) 

IV. EXPERMENTAL RESULTS 

A set of textures from the Vistex test suite [15] is used in 
our classification experiments. Some samples of this set is 
shown in Fig. 4. The total number of images is 10, each 
with the resolution of 512x512 pixels and converted to 256 
gray levels. Each image was subdivided into 16 (4 by 4) 
adjacent but non-overlapping patches of 128x128 pixels. 
Then eight patches (50%) were selected to from the training 
set for the classifiers. 
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Fig. 4 Some sample textures from our dataset 

 
We used a k-Nearest-Neighborhood (kNN) classifier and 

leave-one-out method in all experiments [4]. Before feeding 
to the classifier, each feature was normalized to zero-DC 
over all samples in the set. The kNN classifier has several 
advantages over the alternatives such as the artificial neural 
networks, e.g. no training is required and the results are 
repeatable. There also is only one tunable parameter, k. In 
this study we performed the classification tests with k=3. 

 
TABLE I 

CLASSIFICATION RESULTS USING ADJACENT (ODD-EVEN) 
TRAINING/TESTING SAMPLES DIVISION 

Feature 
extraction 

scheme 

PARAMETER SET OR 
SIZE 

No. IC 
(out of 

80) 
CA  

Parametric 
Slant-

Hadamard 
 12

128
10

64

8
32

6
16

4
8

2
4

2,2

,2,2

,2,2

==

==

==

ββ

ββ

ββ  
2 %97.5 

Parametric 
Slant-

Hadamard 
(Constant 

beta) 
 

21286432

1684
===

===
βββ

βββ

 

4 

 

 
%95 

Parametric 
Slant-

Hadamard 
(Classical) 

 

11286432

1684

===
===

βββ
βββ  5 %93.75 

Ordinary 
Walsh/ 

Hadamard 
transform 

 

128x128 3 %96.25 

DCT 128x128 3 %96.25 
 

Table I shows the classification results using adjacent 
(odd-even) training /testing patches. In this table (as well as 
Table II) No.IC is the number of incorrect classification (out 
of 80), and CA is the classification accuracy (percent). 

As this table suggests, the best performance is achieved 
by the parametric SHT with CA=97.5% or just 2 incorrect 
class assignment out of 80 samples. The parameter set is 
also presented in this table and suggests that starting with 
smaller 2n for the first βs and moving towards the larger one 
(e.g. 22 to 212) will provide the best classification accuracy. 
This parameter set has been found by trial and error.  

Next, the WHT and DCT performed better (both with 
CA= 96.25%), rather than the SHT with constant βs (95%), 
and the classical SHT (93.75%).  

Then, the experiment was repeated, this time with the 
upper eight patches of each texture as the training, and 
lower eights as the testing set.  We expected a slightly lower 
performance compared to the first test due to more diversity 
between the training and testing set. Table II depicts the 
outcomes, where again the best features extractor was the 
parametric SHT with 97.5% classification accuracy. The 
optimum parameter set however is a bit different from the 
first test.  

Meanwhile, the classical SHT was the next accurate 
feature extractor with CA=96.25%, which slightly 
outperforms other methods.  

To sum up, we can suggest that the parametric SHT, if its 
parameter set precisely, will be a high performance texture 
analyzer. On the other hand, a wrongly set parameter can 
decrease its accuracy even lower than the very simple WHT. 

 
TABLE II 

CLASSIFICATION RESULTS USING UPPER-LOWER HALF TRAINING/TESTING 
SAMPLES DIVISION 

Feature 
extraction 

scheme 

PARAMETER SET OR 
SIZE 

No. IC 
(out of 

80) 
CA  

Parametric 
Slant-

Hadamard 
 

12
128

10
64

8
32

6
16

4
8

2
4

2,2

,2,85.12

,22,12

==

=−=

−=−=

ββ

ββ

ββ  
2 %97.5 

Parametric 
Slant-

Hadamard 
(Constant 

beta) 
 

21286432

1684
===

===
βββ

βββ

 

 
 

5 

 

 

%93.75 

Parametric 
Slant-

Hadamard 
(Classical) 

 

11286432

1684

===
===

βββ
βββ  3 %96.25 

Ordinary 
Walsh/ 

Hadamard 
transform 

 

128x128 4 %95 

DCT 128x128 5 %93.75 
 

V. CONCLUSION  
In this paper, we introduced a new application for the 

SHT, which is texture feature extraction. We showed that 
amongst different signal processing-based real, fast texture 
analyzers, e.g. WHT, DCT, and SHT, a parametric SHT 
shows a considerably high performance. We also 
determined the importance of the parameter setting to obtain 
effective features. Tests were focused on natural random 
textures classification, where the classification challenge is 
usually more difficult. Meanwhile the classification 
accuracy of 97.5% using a simple kNN classifier proves the 
efficiency of the SHT-based proposed feature extraction 
scheme.  
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