
 

 

  
Abstract—As the world changes more rapidly, the demand for 

update information for resource management, environment 
monitoring, planning are increasing exponentially. Integration of 
Remote Sensing with GIS technology will significantly promote the 
ability for addressing these concerns. This paper presents an 
alternative way of update GIS applications using image processing 
and high resolution images. We show a method of high-resolution 
image segmentation using graphs and morphological operations, 
where a preprocessing step (watershed operation) is required. A 
morphological process is then applied using the opening and closing 
operations. After this segmentation we can extract significant 
cartographic elements such as urban areas, streets or green areas. The 
result of this segmentation and this extraction is then used to update 
GIS applications. Some examples are shown using aerial 
photography. 
 

Keywords—GIS, Remote Sensing, image segmentation, feature 
extraction.  

I. INTRODUCTION 
HE volume of Remote Sensing imagery is so large, its 
associated powerful image processing technology is used 

to manage geo-information with preprocessing analysis, 
accuracy assessment and information distribution. 

GIS are more and more being used for the storage and 
analysis of geo-referenced data and also it handles the 
linkages between spatial entities and their discrete attributes.  
   With the availability of high resolution satellite data and its 
processing technologies, integration of digital image analyzing 
systems with advance GIS systems permit compositing data 
sources as well as promoting a partnership between man and 
machine. 

High resolution imagery gives a good indication of images 
in the future. Their impact in many areas like environment or 
civil security will be very important. Indeed, the arrival of 
these new images will allow a new perception and the study of 
a new range of non-observable objects until now. At the same 
time, these data will be productive only if they are exploited in 
a co-operative and interactive way like the geographical 
information, which is the main application system of the 
surface observation. The acquired information will have thus 
to be integrated in a geographical database which are now 
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very important for knowledge and monitoring of land 
surfaces. From this point of view, the landscapes observed 
must be described by an object oriented approach for two 
reasons: 1) this description is adapted to the concept of spatial 
dynamics of the ecosystems by the land unit; 2) this 
expression is essential in order to be compatible with the 
knowledge extraction using the space analysis in a 
geographical information system. 

II. SEGMENTATION: AN OVERVIEW 
The segmentation is one of the most important processes 

among the different tasks on image processing (acquisition, 
preprocessing, segmentation, recognition, compression, etc.). 
Segmentation is the process of grouping an image into units 
that are homogeneous with respect to one or more 
characteristics [1].  

A formal definition of image segmentation is as follows 
[2]: If P is a homogeneity predicate defined on groups of 
connected pixels, then segmentation is a partition of the set I 
into connected subsets or regions (S1, S2, … , Sn) such that U 
Si=1, 2, … , n   Si = I with Si ∩ Sj = Ø (i ≠ j). 

The uniformity predicate P(Si) is true for all regions Si, and 
P(Si U Sj) is false, when i ≠ j and Si and Sj are neighbors. 

We can find in the literature some algorithms and 
segmentation methods. The technique used will depend on the 
problem to solve. The different techniques have its advantages 
and its limits; therefore the aim is to find the most adequate 
method with a specific application. 

Segmentation techniques can be categorized into the 
following classes:  
(i) Thresholding and clustering. It assumes that images are 
composed of regions with different ranges of gray level; the 
histogram of an image can be separate in a certain number of 
peaks, where each one corresponds to one region and there is 
a seed value, which separates two adjacent peaks [3].  
(ii) Edge detection. This technique is extensively utilized for 
gray level image segmentation, which is based on the 
detection of discontinuity on gray level, and tries to locate 
points with abrupt changes in gray level [4]. This method is 
based on the first and the second difference operator.  
(iii) Region based approach. This technique attempts to 
group pixels into homogeneous regions with similar 
properties. In the region growing approach, a seed region is 
first selected, and then expanded to include all homogeneous 
neighbors, and this process is repeated until all pixels in the 
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image are grouped. One problem with region growing is its 
inherent dependence on the selection of seed region and the 
order in which pixels and regions are chosen [1], [3], [4].  
(iv) Fuzzy approach. The regions in the image are not always 
crisply defined and uncertainty can arise, and fuzzy theory 
provides a mechanism to represent and manipulate uncertainty 
and ambiguity. Fuzzy subsets, fuzzy operators and rules have 
found considerable applications in image segmentation [5].   
(v) Neural networks approach. This approach has been 
widely applied for pattern recognition. Neural networks are 
composed of many computational elements connected by links 
with variable weights; training time is usually very long, but 
after training, the segmentation is quite efficient. Different 
techniques have been used for example: Hopfield Neural 
Network (HNN), self-organizing map (SOM), the 
backpropagation, etc [6], [7].  
(vi) Others approaches. There are many others approaches  
in the literature for example the fractal approach [8], 
cooperation approaches that mix techniques like region based 
with edge detection [4]. The use of snakes [9], the data mining 
[10], and the multiresolution approach had been used 
successfully [11]. 

The mathematical morphology, that belongs to region 
based approach, started at the end of the sixties and was 
proposed by Matheron and Serra [12]. Mathematical 
morphology rests in the study of the geometry and forms; the 
principal characteristic of morphological operations is image 
simplification and the features conservations from the objects. 
The main idea of mathematical morphology is to compare the 
objects to be studied with an object of known form: the 
structuring element. The principal morphological operators are 
erosion and dilation. From those we can define the operations 
of opening and closing. These operations define the form 
representation, the decomposition and feature extractions. 
Some applications can be found in [13]. 

Even if the segmentation method to explain rest in the use 
morphological operations, we will not enter in details with the 
theory of mathematical morphology and all the properties 
related. The interested reader is invited to read this reference 
[12]. 

III. SELF-ADAPTIVE SEGMENTATION USING MATHEMATICAL 
MORPHOLOGY 

The morphological segmentation approach is based on a 
self-adaptive method that consists of the image description by 
adjacency graph using morphological methods to obtain 
appropriate and significant objects with regions growing. 

 
A. Preprocessing 
The finality of the preprocessing is to obtain images that are 

easier to handle. The process of quantification and sampling 
are made in order to reduce the noise caused to small zones or 
groups of pixels which can remain insulated during the 
segmentation process. This preprocessing makes the first pixel 
aggregation, and it will approximate the desired scene, which 

will permit a faster convergence of the morphological 
processing. This preprocessing step is optional and can be 
avoided; it depends on the degree of precision desired. To this 
preprocessing, we have added a nonlinear processing: the 
watershed, applied to the gradient of the filtered image. This 
method is based on a flood simulation process of the different 
areas. The general idea of this algorithm is [14]: (i) Flooding 
action, starting from the lower levels of gray; (ii) when one 
shock is produced by two various areas we will obtain a 
segment (dividing line) which we will maintain until the 
convergence of the algorithm and then we keep flooding the 
higher levels; (iii) these segments obtained will be the 
watershed, which in a similar way will be the closed contours 
of the objects contained in the image. 

The finality is to obtain an initial image represented by the 
regions created by the preprocessing step. This image is over-
segmented and has its own radiometry and it is constituted by 
iso-photometric regions Ei = {e1, e2,…, en} of any size and 
forms that constitutes a good starting point to carry out the 
morphological processing. 
 

B.  Graph Construction 
In order to apply the morphological operations, the space 

(set of regions Ei) will be modeled by Vor(p) (Voronoi 
diagram applied to regions p) and using their dual graph 
(Delaunay Triangulation DT) the final graph will be 
constructed. 

The regions with the same radiometric value are labeled, 
and an image that contains N regions will have labels of the 
range from 0 to N-1. 

In that way, for any p ∈ V, the Voronoi polygon Vor(p) 
associated with p is the locus of points that are closer to p than 
to any other point of V: 

Vor(p)={m∈ ℜ2}, for all q∈ V\{p}, 
distance(m,p)< distance(m,q) 

Vor(p) is also called the “influence zone” of point p [16]. 
These regions partition the plane into a net called Voronoi 

diagram [Fig. 1c]. The Delaunay Triangulation (DT) is formed 
by the edges of this graph by all pairs of points (p,q) in V, 
whose Voronoi polygons Vor(p) and Vor(q) are adjacent 
(share an edge) [Fig. 1d]. 
 

    

Fig. 1 Graph construction 
 

This process permits to define the graph (G) using the 
Delaunay triangulation (DT) where a node pi represents a 
polygon with the same photometric value ei and is connected 
to another node pj of ej by an arc {a}, if and only if, there 
exists between ei and ej one common border [fig. 1d]. The 
graph (G) resulting of the DT describes the image I(x, y) on 
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(S, A) with: S = {p1, p2, … , pn }, set of N nodes, and A = {a1, 
a2, …, an}, set of arcs with no intersection between the n 
nodes. 

We also defines on G a subset VA(p) ⊂ G neighbors of pi in 
G for any p ∈ S: VA (p) ={pi ∈ S , (p, pi) ∈ A}, that gives the 
access to the neighbors pi of with the same border. The 
decimal graph (S is mapped into ℜ) is then constructed. 

 
C. Morphological Processing 
The proposed segmentation approach using the 

morphological operation will be applied in the graph (G) to 
get de desired regions and the structuring element will be the 
neighborhood VA (p). 

In the image I(x,y), if the nodes (pi) of the decimal graph 
constitute the digital grid and its neighbors the polygons ei, 
then the process will compare and will affect the radiometric 
value of ei on the decimal graph constructed using the 
morphological operations. These morphological operations 
will be the core of the segmentation. 

The principle of region growing consists in transforming 
the G(p) value, by affecting the nearest radiometric value 
val(pi) present among the p neighbors, and the process of 
growth comes from union of regions (ei U ej = en). The 
segment en is then the result of the growth of regions. 

To carry out this transformation, the morphological 
operation on the graph will be applied. Furthermore they are 
defined par [16], [17] as follow: 

Dilation D(G)(p) = max{G(pi), pi ∈VA(p) U {p}} 
Erosion  E(G)(p) = min {G(pi), pi ∈ VA(p) U {p}} 

Opening   O(G)(p) = D(E((G)(p))) 
Closing    C(G)(p) = E(D((G)(p))) 

In an algebraic way we can rewrite these operations of 
opening and closing: 

Opening = γ (G)(pi) = Min (G(pi), Max (G(p))) 
Closing = φ(G)(pi) = Max (G(p), Min (G(p))) 

with p = {VA(p)}-pi 
The geometrical action of the algebraic openings and 

closings γ(G)(pi) and φ(G)(pi) respectively, will produce an 
enlarging of the regions size and remove the local limit of the 
decimal graph. 

A loop is then required in order to alternate the used filters 
updating the decimal graph and to keep aggregating the 
regions [12], always applying the morphological algebraic 
operations γ(G)(pi) and φ(G)(pi) until their parameter value is 
reached (the idempotence has to be checked before the union 
(ei U ej). Feature extraction is then calculated using the final 
graph and stored in a database in order to elaborate meanly 
queries. In Fig. 2 we show the original image. This is an aerial 
photography used to extract urban elements. The Fig. 3 shows 
the preprocessing step using watershed process and finally we 
show in Fig. 4 the segmented image after apply the 
morphological operations. 
 

 
Fig. 2 Original image 

 

 
Fig. 3 Watershed process 

 

 
Fig. 4 Segmented image 

 
IV. SCENE INTERPRETATION USING FEATURE EXTRACTION 
The morphological segmentation step, previously 

described, produces a new image divided into n distinct 
regions Ri. So, we can define a new adjacency graph formed 
by a more complete set of intrinsic and extrinsic features. 
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 A.  Intrinsic Features 
The set of the intrinsic features is constituted by the internal 

characteristics of the region, in relation with its geometric and 
morphologic nature. It’s the first abstraction level of the 
image’s knowledge. 

Extract the internal information in each region of the image 
is based on the separation of the considered region from the 
others by building a binary image via the application of a 
mask. The usual morphological operations are then processed 
to get some features as: 

• the value of the gray level NdG(ri) of the region, 
• the surface of the region Surf(ri), 
• the exterior perimeter PerExt(ri), 
• the interior perimeter PerInt(ri), 
• the perimeter Per(ri); it’s the average value calculated 

from the lengths of the two preceding perimeters, 
• the opening cardinal CardOp(ri); it’s the number of 

the pixels contained in the opening result. 
• the closing cardinal CardCl(ri), 
• the compactness Comp(ri); it’s the ratio between the 

two cardinals, 
• the isoperimetric index IsoPer(ri); it’s an index of the 

form that characterizes the connected objects: 
IsoPer(ri)= 1 – (4πSurf(ri) / Per(ri)2 
This index varies from 0 (disk) to 1 (the object’s 
surface equal to 0), 

• the number of region’s neighbors NbVois(ri), 
• the contact length between a region and its neighbor 

LoCont(ri,rj). 
These two last features are extracted from the exterior 

perimeter where the pixels don’t belong to the considered 
region but to its neighborhood. 

 
B. Extrinsic Features 
Extrinsic features are extracted using the spatial 

information contained in the image. We need to define some 
spatial relations in order to define these extrinsic features. For 
this, we define the minimum bounding rectangle (MBR) that 
ensures, with its center of gravity and its dimensions, the 
identification of the concerned region. 

Topological relations: The topology is certainly the most 
important aspect among the extracted spatial information. 
Papadias and Theodoridis [18] define the RCC-8 model that 
regroups the different cases existing between regions. Fig. 5 
and the Table I illustrate this model. 
 

 
Fig. 5 RCC-8 model 

 
TABLE I 

TOPOLOGICAL RELATIONS 

 
 

Nevertheless, in the context of a segmented image and for 
defining topological relation for adjacent regions, just three 
relations are interesting: 

• adjacency relation EC(x,y), given by the 
neighborhood, 

• inclusion relation NTPP(x,y), 
• and the relation of ’contain’ NTPP – 1(x,y). 

Angular relations: We calculate the angle between two 
adjacent regions. It’s based on gravity’s center of the MBRs 
previously defined. 

 
(xi, yi) and (xj, yj) are the spatial coordinates of gravity’s 
centers of the two regions ri, rj. From this angle, we estimate 
the direction of ri in relation to rj taken as landmark. The 
Table II illustrates the 8 possible directions. 

 
TABLE II 

ANGULAR RELATIONS 

 
 
Metric relation: It’s the Euclidean distance between two 
regions. 
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Features organization 
Using spatial information is a real advantage. The fusion of 

information related to the relationships between objects 
enables the identification of complex objects for which the 
spectral attributes can be very variable. After the 
interpretation, a list of retained objects and their associated 
features can be stored in an XML (eXtensible Markup 
Langage) file that can be integrated into a geographic 
information system. An example is given in Fig. 6. 
 

 
 

Fig. 6 XML file 

V. GIS INTEGRATION 
The main obstacle when we want to deal with a raster map 

and the extracted information is to find a way coding this 
information. Obviously, we can scan this information 
manually but is time consuming even if this task is very 
important.  

In our segmentation model and extraction of knowledge 
you can use vector model with this extracted information in an 
automatic way. This means that you can easily emigrate the 
extracted raster information in to the vector model which is 
commonly used by GIS to exploit the spatial information. 

We use Freeman codes [19] to carry out this operation. 
During the segmentation process we can get different 
information: i) the segmented image, ii) intrinsic information, 
iii) the meta-information and finally iv) freeman codes of 
extracted elements which are vector files that can be read 
using a GIS software. 

The main advantage of this coding is that information can 
be used rapidly any GIS software. When we store this 
information in vector format we can use all GIS functions and 
utilities of this specific software to generate different 
applications. In Fig. 7 we show the final result of integrate the 
extracted information using the segmentation process and how 
it can be integrated into GIS software. 

 

 
 

Fig. 7 Remote Sensing and GIS integration 

VI. CONCLUSION 
The results obtained above show that mathematical 

morphology presents a big interest in the Very High 
Resolution Spatial images interpretation. The neighborhood 
relations seem to be an important advantage and experiments 
show that the proposed methodology is particularly 
interesting. The geometric information used and integrated in 
the process has been chosen for their direct relationship to 
certain objects of interest. It is however important to note that 
the interpretation depend upon the quality of the segmentation 
obtained in the earlier processing steps. The last important 
result is this facility of integrates this extracted information 
into GIS information because you can use all GIS 
functionalities to exploit this extracted information. 
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