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Abstract—Network on a chip (NoC) has been proposed as a viable
solution to counter the inefficiency of buses in the current VLSI
on-chip interconnects. However, as the silicon chip accommodates
more transistors, the probability of transient faults is increasing,
making fault tolerance a key concern in scaling chips. In packet
based communication on a chip, transient failures can corrupt the data
packet and hence, undermine the accuracy of data communication.
In this paper, we present a comparative analysis of transient fault tol-
erant techniques including end-to-end, node-by-node, and stochastic
communication based on flooding principle.
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I. INTRODUCTION

Transient faults are a common source of errors in today’s
VLSI chips. It has been predicted that the soft error rate will
increase once the gate length reaches 100nm or below [1].
Moreover, with new technologies being introduced on-chip
in order to achieve low power and low cost, the problem of
soft error becomes significant. Traditionally, the combinational
circuits were relatively less prone to transient errors than
the memory elements, however, decreasing feature size and
increasing clock frequencies are exacerbating their prominence
[2]. Some recent research indicates that by 2011 the Soft Error
Rate (SER) in logic circuits per chip will become almost
comparable to SER per chip of the memory elements [3].
This observation will consequently have a significant impact
on the reliability of on-chip routers and links. Hence, it is
imperative to provide some robust protective solutions against
such upsets.

Network on Chips (NoC) have been proposed by researchers
to cope with the inefficiency of on-chip buses in scaling chips
[4], [5]. A NoC can be defined as ‘a network of computational,
storage and I/O resources that are interconnected by a network
of switches, where resources communicate with each other
using addressed data packets routed to their destinations by
the switch fabric [6]”. In contrast to long and shared buses,
the communicating modules on-chip are connected via a net-
work of switches/routers which are connected with each other
through point-to-point links. In this organization, these point-
to-point links represent the buses whereas switches/routers
represent the bus-bridges. The NoC is a communication centric
design paradigm where resources communicate via packets. A
packet is the unit of data that is routed between an origin
and a destination in the interconnection network. The on-chip
communication is governed by a protocol stack irrespective
of the computational infrastructure. The primary objective of
communication-based designs is to separate communication

from computation besides providing a re-usable interconnect
architecture for ultra large scale System on Chips.

With shrinking die size, reliability of future chips is becom-
ing an issue of grave concern. It has been observed that NoCs
will face the same problems due to transient faults as faced
by traditional VLSI chips. Although chips are traditionally
designed with error detection and/or correction codes, such
complex codes incur high energy and area overheads [7]. Since
storage and logic resources are limited on-chip, its important
to realize solutions which are low cost in terms of memory and
energy without compromising on reliability and performance.
Also bringing packet-based communication on-chip introduces
new issues to deal with. A transient fault can scramble one or
more bits in a packet either in the payload or in the header. If
the payload data is corrupt, packet is invalid. Similarly, a bit
flip in the header field can cause a packet to be misrouted. In
either case, a retransmission of the corrupt/missing packet is
required.

Keeping in view the increasing probability of transient
faults and its growing impact on the on-chip interconnects,
we proposed and implemented an efficient end-to-end reliable
protocol for mesh based NoC [8]. The novelty of the protocol
is that it uses a single ACK to acknowledge a predefined set of
packets instead of ACKing each packet. There is no buffering
in the intermediate routers as the packets are only buffered at
the sender side. In this paper, we performed experiments to
compare the performance of our end-to-end reliable protocol
with some of its counterparts. Our experimental results clearly
show that our protocol outperforms the link level and flooding
protocols in terms of achieving high throughput, low packet
drop-rate and little packet overhead.

II. RELATED WORK

Traditionally speaking, error detecting and correcting codes
have been the most common means for handling on-chip
errors. Researchers have explored various error detection and
correction techniques that would apply to NoCs. State of the
art coding schemes have been studied and their significance
has already been analyzed with respect to NoCs [9], [10],
[11], [12]. Error control codes can detect single and multi-bit
errors. Moreover, most of the error correcting schemes can
correct single-bit errors with an overhead of extra hardware.
However, the increase in the complexity and size of VLSI
chips increases the probability of multi-bit errors. Hence, in
packet-based on-chip networks, multi-bit errors can corrupt the
packets which need to be retransmitted. The retransmission
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scheme can be either embedded in the end systems or in the
intermediate level routers. In [13], Bertozzi et al. present a
link level flit-based1 error control model. Every intermediate
router checks the incoming flit for accuracy and generates
ACKs for successful reception of the flit. Besides ACKs,
NACKs are generated for missing flits. The main problem
with this technique is that it generates a large amount of
redundant packets in terms of ACKs/NACKs. Similarly, the
authors of [14] present a link level retransmission technique
with an exception that it only uses NACKs to inform the
sending device for the non-reception of the packets. The key
problem in link based schemes is that each intermediate router
stores and checks the incoming packet for inconsistencies. If
an error is detected, the receiving router drops the packet and
requests for a retransmission from the previous router. Thus,
this scheme bears storage and processing overhead at each
router level.

An alternate approach towards fault tolerance in NoCs
is stochastic communication [15] which is based upon ran-
domized rumor spreading [16]. Such a method employs a
probabilistic flooding algorithm where, if a node has a data
packet to send, it will be forwarded to a randomly chosen set
of tiles in the neighborhood and this way the packet will be
flooded to the whole network of nodes and finally make it to
the destination. The method is quite simple but it has a very
high packet overhead as each tile replicates and forwards the
packet to the adjacent routers. Hence, with increasing number
of senders, the packet overhead will increase exponentially.

We believe that on-chip errors are relatively scarce than
off-chip networks. Moreover, on-chip storage and processing
resources are limited, therefore, an end-to-end protocol is
more effective in NoCs. We have already implemented a
prototype of our protocol and performed various experiments
to evaluate its performance [8]. The basic idea of the protocol
is that the sender buffers and sends a predefined number of
packets continuously to the receiver. The packets are sent in
a sequence. After sending all the packets, the sender waits
for a positive acknowledgement (ACK) from the receiver. The
ack packet carries the sequence number of the next expected
packet, i.e. the start of the next set of packets from the sender.
The receiver receives the packets in-order and sends an ACK.
The main aspect of our protocol is that is uses a single ACK to
acknowledge a set of packets instead of acknowledging every
single packet. Unlike traditional networks where communi-
cation wires are tremendously long and more unreliable, on-
chip wires are physically stitched close to each other offering
tight synchronization and stability. Thus, using a single ACK
for a set of packets will enable the system to perform more
efficiently. The primary purpose of this paper is to compare
and evaluate the performance of above mentioned protocols.

III. NOC MODEL

We visualize the NoC as a 2D mesh topology with packet
level communication: The inter-switch wire is wide enough to
transfer all bits of a packet simultaneously. As argued in [17],
if we have 3 metal layers on the silicon die, then around 300

1a packet is further divided into small chunks called as flits

inter-switch wires can be implemented. This gives us 128-bit
wide data bus in each direction. The packet consists of a pay-
load and header. The header contains identification information
like source and destination, routing information, number of
nodes etc. The payload carries the actual data. We categorize
packets as data packets and ACK packets. Data packets are
long packets carrying the useful data. ACK packets are control
packets including positive and negative ACKs. Routing is
static — XY dimension based. Static routing is simple and
well suitable for mesh based NoCs. We use a bufferless router
which forwards the incoming packet immediately as it arrives
instead of storing it. Hence, there are no queues used in the
routers. In case of conflicts, packets are dropped based on
priorities — the ACK/NACK has the higher priority than the
data packets.

A. Simulation setup

We implemented the three fault tolerant protocols — end-
to-end (E2EEC-G2, link level (LL), and flooding (FL) — in
network simulator ns-2 [18].

The ns-2 is an object-oriented, discrete event driven network
simulator developed at UC Berkely and written in C++ and
OTcl. C++ is used for detailed implementations of protocols
like TCP or any customized ones. TCL scripting, on the other
hand, is the front-end interpreter for ns-2 used for constructing
commands and configuration interfaces.Moreover, a Network
AniMator (NAM) is also provided with the ns-2 in order to
visualize and interact with the system at run-time. Finally,
graphs can be created from the produced results to evaluate and
analyze the performance of the system. Many NoC designers
have used ns-2 to simulate and evaluate the performance of
their design at a higher abstraction level [19], [20], [21], [22].

We simulated a 10×10 prototype of a 2D mesh based NoC
using the ns-2. The sender-receiver pairs were selected ran-
domly. Since different arrangement of the pairs may affect the
overall throughput, therefore, 50 simulations were performed
for each pair. The pair selection process is explained with an
example:

• In order to select 4 pairs of senders/receivers, for instance,
first we generate 8 unique random numbers in the range
of 1 to 100 (since we have 100 nodes in the mesh).
These random numbers are divided into two equal sized
arrays. The first array represent the set of senders and
the second one the receivers. Then the first value of the
array 1 (that is sender 1) is connected to the last value
of array 2 (which is receiver 1). Similarly, the second
value of array 1 is connected to the second last value
of array 2, and so on. This organization is shown in
figure 1. In this example, node 89 is the sender and node
91 becomes the receiver. Similarly, nodes 5, 75, and 23
are sender for nodes 49, 21, and 66 respectively. The
same procedure is repeated 50 times for 4 senders and
receivers. Every time different set of nodes are selected
with varying number of hops between them. The purpose
of these extensive simulations is to create a realistic NoC

2since the protocol employs go-back-n scheme so we call it E2EEC-G)
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Fig. 1. Selection of sources and their corresponding destinations
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Fig. 2. Packet latency with different buffer sizes and varying error rates

environment where senders and receivers are arbitrarily
distributed over the whole network.

We performed simulations to find out an optimal buffer
size. Our simulations show that for a 10 × 10 NoC, a buffer
size of 128 is most feasible with different error rates as
shown in figure 2. The simulations were performed in zero-
contention environment and the results are based on individual
sender-receiver pairs. Since we use shortest path routing, the
average latency is calculated to be 10 cycles where each cycle
represents a link delay. It should be noted that we do not
consider the router delay.

IV. COMPARATIVE ANALYSIS OF E2EEC-G PROTOCOL

WITH FLOODING PROTOCOL (FL)

We implemented a flooding variant of stochastic communi-
cation protocol based on flooding. The sender sends packets
in all directions (except to one from where it receives the
packet). Each node is equipped with CRC code to check the
validity of packet. If the packet is corrupt, it is dropped. If the
packet is valid, and it is destined for the current node, it is
accepted, otherwise, it is replicated to all its output ports. In
this case, the receiver may receive copies of the same packet
from different neighbor nodes, in which case it drops all the
packets which come later. Since a packet may reach earlier
than the broadcast is complete, a time to live (TTL) value is
associated with each packet. The TTL value of each packet
is incremented at each hop and after reaching the maximum
value, the packet is discarded. The flooding protocol works
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Fig. 4. Comparison of FL and E2EEC-G average throughput

on the assumption that the packet will ultimately reach its
destination, therefore, no acknowledgements are required.

The major problem with the flooding protocol is that it
generates a huge amount of redundant packets in the whole
network. The situation gets worst when there are multiple
number of senders and receivers. Excessive packets not only
affect the overall performance but also affect the power
consumption of the system which is rather scarce on-chip. In
order to show the packet overhead, we took sample data from
the simulations for 1 sender and receiver, which is depicted
in figure 3. The graph clearly shows that after the first 10
hops, more than 1200 packets have already been generated in
the network. This trend would generally mean that the packet
overhead will drastically increase with increasing number of
senders.

Figure 4 shows the comparison of the average throughput of
FL and E2EEC-G. As we can see that the overall throughput
remains quite low in FL even when the number of senders in-
crease. On the other hand, the E2EEC-G throughput gradually
increases with increasing senders with relative stability.

Another important aspect is the packet drop rate. Figure
5 gives the comparison of packet drops in FL and E2EEC-
G protocols. In E2EEC-G, the drop rate is pretty low as
compared to FL which lies in the range of 50% to 90%.
Analyzing the graph shows that until 3 senders, there is hardly
any drop of packets in E2EEC-G protocol, however, when
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Fig. 6. Comparison of FL and E2EEC-G packet overhead

sender increase, packet drops are inevitable, mainly due to
congestion in the routers. Routing strategy is static, and the
routers are bufferless, so when two packets are contesting for
the same output port, one has to be dropped. Nevertheless,
as it can be seen in the graph that even in the worst of the
situation, the E2EEC-G drop rate remains under 15% which
is much lower than FL.

The overhead (O) is defined as the goodput, that is, packets
with an increasing sequence number, divided by the number
of packets transferred in total. ACKs and NACKs, and re-
transmitted packets are counted as the overhead. For example,
let the error rate be 0, and the buffer size (bs) be 1, then,
the overhead of our protocol is 50% as for every data packet
an acknowledgement packet (an ACK) has to be transmitted.
Thus, for an error rate of 0, the overhead could be expressed
as:

Obs = 1

(bs+1)
and limbs→∞

Obs → 0.
Figure 6 shows a comparison of the packet overhead in

terms of increasing number of senders.
Again we can see that the packet overhead is drastically

increasing with increasing number of sender devices in FL
protocol. In E2EEC-G, on the contrary, it remains very low.
It is important to note that these results reflect an error free
NoC. Further, we introduce transient faults in the links in
order to observe the performance of the E2EEC-G protocol.
Although the on-chip error probability is much less than off-

chip networks, lying in the range of 10−9 and 10−20 BER, it
is feasible to introduce a much higher error rate in order to
observe some significant results. Based on this fact, we defined
an error model which introduces 1%, 5%, 10%, 15%, and
20% error rate gradually in the interconnects. The important
observation is the comparison of error induced E2EEC-G
protocol with the FL without any error as shown in figure
7.

It is clearly noticeable that even with increasing error rate,
the average throughput of E2EEC-G remains better than the
FL protocol. Even at the highest error rate of 20%, E2EEC-G
fairly performs better with large number of senders.

V. COMPARATIVE ANALYSIS OF E2EEC-G PROTOCOL

WITH LINK LEVEL (LL) RETRANSMISSION PROTOCOL

We implemented a packet based link level error control
protocol (LL) where each router sends a packet to the next
router and waits for the ACK. When it receives the ACK,
then it sends the next packet. Each router follows the same
pattern. In order to compare the performance of LL with
our E2EEC-G protocol, we performed simulations using the
same configuration as described in section ??. Figure ??
plots comparative throughput of LL and E2EEC-G against
increasing number of senders. The network is stable as there
are no errors in the links. Since each node in the LL protocol
processes the packet, the overall throughput is much lower than
the E2EEC-G which transfers packets uninterruptedly until
the buffer is emptied. Due to node delay, the router remains
blocked until the packet is released and ACK is generated. In
this case, each packet is delayed by 3 times as compared to
E2EEC-G protocol.

Figure 8 shows the packet overhead comparison of E2EEC-
G with LL. This is an interesting graph as we can see the
overhead of LL at some points even reaches above 700%
primarily because of ACKs generated at every router. As
compared to LL, the E2EEC-G is showing minimal overhead
as there is only one ACK after transfer of the entire buffer, that
is, 100 packets. Similarly, figure 9 shows average throughput
variation with increasing error rates. This shows that at ex-
treme error rates of 40% or higher, the throughput of both
protocols will become equal. The trend shows that above 60%
error rate, LL protocol may perform better especially in a
large interconnection network. However, we believe that such
error levels are unrealistic and until that happens, our E2EEC-
G protocol still prove to be a viable solution. Furthermore,
besides the fact that the LL protocol behaves rather in a
stable fashion, it is important to realize that, irrespective of
the number of senders, it bears a huge packet overhead. Since
every packet is ACKed at every intermediate stage router, so in
a large network, LL would generate a huge packet overhead.

VI. CONCLUSION AND FUTURE WORK

This paper gives a detailed account of comparative analysis
of various fault tolerant schemes to deal with transient faults
in Network on Chips. We first gave a brief outline of our
end-to-end based reliability protocol and discussed its main
features. Further, we compared our protocol with two of its
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Fig. 7. Comparison of error-free FL protocol with (A) E2EEC-G with 1% error rate, (B) E2EEC-G with 5%, (C) E2EEC-G with 10%, (D) E2EEC-G with
15%, and (E) E2EEC-G with 20%

counterparts: flooding based protocol and link level error con-
trol protocol for NoCs. We performed extensive simulations
comparing the performance of all the protocols. Our simulation
results show that the overall performance of our E2EEC-G
protocol is much better than its two counterparts. Also our
protocol bears minimal overhead besides requiring limited
storage and processing capabilities.

In future, we plan to extend our protocol to support multi-
casting3 as it currently supports unicasting4.

3one source sends packets to many receivers
4one source sending packets to one receiver
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