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Abstract—The inherent flexibilities of XML in both structure 

and semantics makes mining from XML data a complex task with 
more challenges compared to traditional association rule mining in 
relational databases. In this paper, we propose a new model for the 
effective extraction of generalized association rules form a XML 
document collection. We directly use frequent subtree mining 
techniques in the discovery process and do not ignore the tree 
structure of data in the final rules. The frequent subtrees based on the 
user provided support are split to complement subtrees to form the 
rules. We explain our model within multi-steps from data preparation 
to rule generation. 
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I.  INTRODUCTION 
ATA mining is usually used to extract interesting 
knowledge from large amounts of data stored in 

databases or data warehouses. This knowledge can be 
represented in many different ways such as clusters, decision 
trees, decision rules, etc. Among them, association rules have 
been proved effective in discovering interesting relations in 
massive amounts of data. 

Currently, XML is penetrating virtually all areas of Internet 
application programming and is bringing about huge amount 
of data encoded in XML. With the continuous growth in XML 
data sources, the ability to extract knowledge from them for 
decision support becomes increasingly important and 
desirable [3]. Due to the inherent flexibilities of XML, in both 
structure and semantics, mining knowledge in the XML Era is 
faced with more challenges than in the traditional structured 
world.  

In this paper, we propose a new model for mining 
association rules from XML documents. Our approach 
extracts all possible association rules from one or multiple 
XML documents based on user provided support and 
confidence measures. Optionally, our model can take 
advantage of a user provided rule template to prune the search 
space and extract association rules that the user is interested 
in. In our approach, frequent subtree mining techniques are 
used to mine the XML documents. 
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    The paper is organized as follows. We briefly introduce 
XML association rules in Section II. Section III reviews some 
works in frequent subtree mining area. In section IV we 
explain our model within multi-steps from data preparation to 
rule generation. Finally, in the last section, we conclude the 
paper and propose some suggestions for future works. 

 
II.  XML ASSOCIATION RULES 

Association rules were first introduced by Agrawal et al. to 
analyze customer habits in retail databases. Association rule is 
an implication of the form X ⇒ Y, where the rule body X and 
head Y are subsets of the set I of items (I ={I1, I2, . . . , In}) 
within a set of transactions D and X ∩ Y = φ. A rule X ⇒ Y 
states that the transactions T that contain the items in X are 
likely to contain also the items in Y. Association rules are 
characterized by two measures: the support, which measures 
the percentage of transactions in D that contain both items X 
and Y; the confidence, which measures the percentage of 
transactions in D containing the items X that also contain the 
items Y [Fig. 1]. In XML context, both D and I are collections 
of trees [1], in the same way X and Y are XML fragments [Fig. 
2]. 
 

Bread  Milk 
[Support = 2%, Confidence = 95%] 

Fig. 1 Association rule between bread and milk 
 

<Author> Rakesh Agrawal </author> 
 

<Keyword>Data Mining</keyword> 
Fig. 2 XML Association rule 

 
 

III.  FREQUENT SUBTREE MINING 
Mining frequent subtrees has many practical applications in 

areas such as computer networks, Web mining, 
bioinformatics, XML document mining, etc [5, 6]. These 
applications share a requirement for the more expressive 
power of labeled trees to capture the complex relations among 
data entities. Frequent subtree mining is a more complex task 
compared to frequent item-set mining. However most of 
existing frequent subtree mining algorithms borrows 
techniques from the relatively mature association rule mining 
area [7, 8]. So far, many algorithms have been developed for 
mining frequent subtrees from a collection of trees. We 
developed W3-Miner [9] for discovering weighted embedded 
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subtrees from a collection of trees. In [5, 6 and 10] M.J. Zaki 
presented an algorithm, TreeMiner, to discover all frequent 
embedded subtrees, i.e., those subtrees that preserve ancestor-
descendant relationships, in a forest or a database of rooted 
ordered trees. 

This algorithm used a new data structure, scope-list, to 
efficiently count the frequency of candidate subtrees. The 
algorithm was further extended in [11] to build a structural 
classifier for XML data. Asai et al. in [12] presented an 
algorithm, FREQT, to find frequent rooted ordered subtrees. 
Also two algorithms were proposed by Asai et al. and Yun 
Chi et al. to mine rooted unordered subtrees, based on 
enumeration graph and enumeration tree data structures [13, 
14]. Another work has been done in [15] where a model-
validating approach for non-redundant candidate generation 
has been proposed. Wang and Liu [16] developed an 
algorithm to mine frequently occurring subtrees in XML 
documents. They mine induced subtrees only.  

There are several other recent algorithms that mine different 
types of tree patterns, which include FreeTreeMiner [17] 
which mines induced, unordered, free trees (i.e., there is no 
distinct root); FreeTreeMiner for graphs [18] for extracting 
free trees in a graph database; and PathJoin [19], uFreqt [20], 
uNot [13], and HybridTreeMiner [21], which mine induced, 
unordered trees. TreeFinder [22] uses an Inductive Logic 
Programming approach to mine unordered, embedded 
subtrees, but it is not a complete method, i.e., it can miss many 
frequent subtrees, especially as support is lowered or when the 
different trees in the database have common node labels. 
SingleTreeMining [23] is another algorithm for mining rooted, 
unordered trees, with application to phylogenetic tree pattern 
mining. Recently, XSpanner [24], a pattern growth-based 
method, has been proposed for mining embedded ordered 
subtrees. 

In our model, we use FSM techniques for mining 
generalized association rules from xml documents. Following 
section elaborate more details about our approach.  

 
IV.  XML ASSOCIATION RULE MINING 

There is a large body of work in the field of mining 
association rules from XML data. Braga et. al [1] proposed 
XMINE Operator for this task. This operator is based on 
XPath (XQuery) and allows the user to specify the template of 
the desired rules. Then, XMINE transforms the XML data in 
hand to the relational transactions format. Hence, the common 
algorithms of frequent itemset mining can be easily applied on 
the new format. Low performance is of the main shortcomings 
of XMINE, as the authors also point. Also the tree structure of 
the data, which is of high importance in XML, is ignored in 
the discovery process and in the extracted rules as a result. 
Finally, XMINE can not discover all of the possible rules 
(generalized XML association rules) as it is depended on the 
user-provided rule template.  

In [26] Ding et. al developed a method to discover all of the 
possible rules, i.e. generalized association rules from XML 

documents. In this method, all of the possible combinations of 
XML nodes based on their multiple nesting are used to 
generate the relational transactions format. This method 
suffers form some shortcomings including generation of 
redundant rules [26]. Like XMINE, this method ignores the 
valuable tree structure of the documents too. 

Of other researches in the area of XML association rule 
mining are [27] and [28]. The proposed methods solve some 
of the shortcomings seen in the previous approaches. The two 
papers use almost the same idea that only covers the discovery 
of rules that have a very restricted tree structure. The extracted 
rules can only have one node in the antecedent and descendent 
parts.  

Considering the problem of mining generalized XML 
association rules from XML documents and the mentioned 
problems of the previously proposed methods, we propose a 
new approach for the extraction of all possible association 
rules from one or multiple XML documents based on user 
provided support and confidence measures. Optionally, our 
model can take advantage of a user provided rule template to 
prune the search space and extract association rules that the 
user is interested in.  

In our approach, frequent subtree mining techniques are 
used to mine the XML documents. Our method differs from 
the other works in this area in two folds: First, We find XML 
or tree association rules. By tree association rule we mean that 
supposing an association rule in a form of X Y then both X 
and Y are subsets of nodes with their corresponding tree 
structure. Second, we do not necessarily use any restricting 
template or rule structure pattern in contrast to [1] and [26], 
respectively. Therefore, our method can find all possible 
association rules with respect to the user provided support and 
confidence measures. Our model consists of several steps, as 
can be seen in figure 3. In the following we elaborate on each 
of the steps in our model.  

At the first step, the user selects the XML documents 
subject to search in the system. Optionally, the user can define 
a rule template for the rules that he/she is interested in. This 
template determines the desired subset of the collection that is 
used extract the rules and is in the form of X Y, where X 
and Y are both the specified XML fragments. The interested 
reader can refer to [25] or [2] for more details. If user provides 
a rule template then XML documents are filtered so that 
unrelated XML fragments will be removed. Otherwise, the 
whole XML document is passed to the next steps. 

After selecting the required sections of XML documents, in 
the next step, we convert the XML documents to a canonical 
string representation [7], which is usually used in most of tree 
mining algorithms. By using this canonical form, we can use 
frequent subtree mining algorithms like w3-miner [9] for 
extracting frequent subtrees from XML document. 

We traverse XML documents in preorder manner and 
generate the canonical string representation in the following 
way:  After reaching to a new node or new content we extract 
and encode all tokens. We use traditional IR methods 
including stemming and stop-word removal to increase the 
quality of the data source (the XML documents). In addition, 
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in this step, we join sibling nodes with same label and 
generate a new unique node. Joining the nodes with same 
labels can affect the tree mining process in the next steps. 

After converting the XML documents to the canonical 
string representation, all frequent subtrees (with respect to the 
user provided support measure) are extracted. By default, we 
use w3-miner in this step but we can use any other tree mining 
algorithm with small modification to the current model. The 
fact that XML documents have hierarchical and tree structure 
leads us to use frequent subtree mining techniques for mining 
association rule mining from XML documents. 

We model each XML document as a rooted unordered tree. 
Thus, the XML document collection creates a forest. By 
applying w3-miner on this forest, some frequent subtrees will 
be extracted (with respect to the predefined support measure). 
These subtrees will be used for the generation of the final 
association rules in the next step. The idea of generating the 
XML association rules from the discovered frequent subtrees 
is somehow similar to the way that traditional itemset mining 
works. In traditional itemset mining methods, at first the large 
itemsets are extracted and then these large itemsets are 
partitioned to all of the possible two subsets that construct the 
two sides of the association rules. However, there is no unique 
way to partition a tree to two subtrees (subset of the frequent 
tree). The method that we use to partition a discovered 
frequent tree is as follows: By considering all bottom-up 
subtrees in a frequent tree, we disconnect each of these 
subtrees and put it on the right side of the rule. The left side 
consists of the remaining subtree. Figure 4 shows an example 
of this partitioning method. After constructing the rule, we 
must compute its confidence. For this purpose we use tree 
matching algorithms for finding the subtree in the left hand of 
rule and we count all occurrences of this subtree in the forest. 
Then we search for the subtree in the right hand of rule and 
we count the number of co-occurrences with left hand side of 
the rule. This means the subtree in the left side of the rule 
occurs with the one in the right side in a way that they form 
the initial discovered frequent tree. The confidence of a rule is 
equal to division of these two numbers. Of course in each 
partitioned subtree is tested as the antecedent and the 
descendent. The last step is converting the extracted rules to 
XML association rules by a simple post-processing algorithm. 

 
Fig. 3 Association Rule Mining from XML documents 

 
We can use the tree structure in Fig. 5 to illustrate our 

model on a sample XML database. For instance, the root node 
Conference in Fig. 5. A relates to the root element in the XML 
structures, ConfID to the inner node, and City to the most 
inner node.  

Although the structures of the trees in Fig. 5 vary so much, 
we still can group them into two groups since the tree t1 in 
Fig. 6 is commonly included by tree A, B, C, and D in Fig. 5 
and the tree t2 in Fig. 6 are commonly included by tree E, F, 
and G. We call t1 and t2 frequent trees corresponding to the 
input trees of Fig. 5. Based on these frequent subtrees, 2 
association rules are displayed in Fig. 7. 
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Fig. 4 Generating Association Rules from Frequent Subtrees 

 

 
Fig. 5 Sample Tree Dataset  

 

 
 

Fig. 6 Frequent subtrees with (support = 3) 
 

 
Fig. 7 Sample Association Rules 

 

V.  CONCLUSION 
We proposed a new model for the discovery of XML 

association rules from a collection of XML documents. Our 
method does not use any relational transformation as it applies 
frequent tree mining algorithms directly on the XML 
documents for the extraction of rules. Also in contrast to the 
previously proposed methods, our approach will discover all 
of the possible rules because it does not use any restrictions on 
the rule structures in the discovery process. We plan to 
experimentally study the performance of our model on a real 
world XML collection with larger size and improve the 
performance of the confidence calculation algorithm used, in 
our future works. 
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