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The litigation of Intellectual Property Right influces

Abstract—Innovation is more important in any companiesenterprise deeply, and it maybe reshuffle the lmssidomain.

However, it is not easy to measure the innovati@mfopmance

correctly. Patent is one of measuring index nowsdayis paper
wants to purpose an approach for valuing patensecb@an market
reaction to patent infringement litigations. The tenesting

phenomenon is found from collection of patent imdeément litigation

events. That is if any patent litigation event asdhe stock value will
follow changing. The plaintiffs’ stock value raisesme percentage.
According to this interesting phenomenon, the iefesthip between
patent litigation and stock value is tested andfieel And then, the

stock value variation is used to deduce the in&thgatents’ value.
The purpose of this study is providing another emicmodel to

evaluate the infringed patents. This study canigma decision assist
system to help drafting patent litigation strategyd determine the
technology value.

Keywor ds—Patent valuation, infringement litigations, stockue,
artificial neural networks.

I. INTRODUCTION

For example, Microsoft has reconciliation in theitamst case
and then it's stock value rise 7% on that day. Tdgsin is
demonstrated by real-world events. When a Japdriakeourt
ruled in August 1994 against TI's claim that Fujitbad
infringed the Kilby patent, TI's stock price fely5.6%, a loss
in market capitalization of some US$ 426.5 millidn 5]. The
stock of Rambus, a designer of high-speed memadpscfell
some 54% (a loss in market capitalization of ov&$UL.9
billion) over a 2-day period in March 2001 in reape to news
that a judge over-seeing a patent infringement baseght by
Rambus intended to interpret the claims in som&arhbus’
patentin a narrow fashion [5, 6]. And in Septen@94, Nikon
and ASML, two producers of lithography systems usgfirms
such as Intel to produce computer chips, settledrak patent
litigation procedures. Nikon and ASML accused eattter of
infringing the other’s patents with respect to sabelifferent
aspects of their systems. The settlement called&WML (and

s the knowledge economics grows rapidly, the valtie ats main supplier) to pay Nikon a total®£19 million [7]. Many
intangible assets is more emphasized in busineds fi cases have been cited®) as landmark developments in the IT

nowadays. Intangible assets include intellectugitah and
intellectual property. Intellectual Property Riglii8Rs) can be
highly valuable rights playing a critical role inamy fields of
business [1]. In addition, there is a growing awass that the

industry as far as patent litigations are conceriéds includes
the almost US$1 billion award in favor of Polardid the
Polaroid vs. Kodak dispute, which put Kodak outhaf instant
photo business, and Texas Instruments taking ect@ns on

success of many companies is dependent on techecalognine Asian companies for infringing on its DRAM (@amic

innovation and one way of analyzing a company'ditsibio

innovate is through evaluation of its patent pditf{2]. Patent
can protect the latest ideas of companies andfdresented the
competitiveness’ R&D results. If companies do negfx up
with the latest ideas to patenting, they may bebehind by

Random Access Memory) patents. A rich set of liteeaon
litigations [9, 10] has argued for an examination of
market-based approaches to studying economic imp#ct
litigations. Since empirical evidences show thduirfices of
patent infringement litigations are obvious, itisportant to

competitors developing more advanced and marketahléderstand relationship between patent litigatioehfirm stock

products. This is especially true in hi-tech indiest[2]. For this

reason, many companies try to defend their paightsr by

patent litigation. The case of patent litigatiorows doubled
every year in the past decade. Patent litigati@oines the most
important strategy in business war. So far, theystof patent
litigation has been based mostly in the econortecdiure, with

its primary focus being public policy questions abpatents
and innovation in the economy [3].

Y. J. Chiu is with the Department of Business Adstiation, Chung Yuan
Christian University, 200, Chung Pei Rd., Chung B023 Taiwan.
(corresponding author to provide phone: +886-3-289% fax:
+886-3-2655199; e-mail: yujing@cycu.edu.tw).

C. H. Yeh, is with the Department of Mechanical Eegring, National
Taiwan University, Taipei, 10617 Taiwan. (e-md®7522015@ntu.edu.tw).

International Scholarly and Scientific Research & Innovation 3(6) 2009

1162

value.

By collecting preliminary data and literatures, gudt
litigations and firm stock values are remarkabliatesl. The
database of patent litigation cases and the carngbpg firm’'s
stock value data are built up and the stock vatution model
is established by using this database. The valuafohged
patents can be gained by mapping the stock valuaticen
model. The patents with litigated are at leastesstiof the most
valuable patents and so the easiest way to leaoutaihe
characteristics of valuable patents is thereforgtudy litigated
patents [11]. According to the researches of [ht] [42], those
characteristics of litigated patents are adoptesuasnput data
in the model and the output data is stock valugatian of
litigated companies. Artificial neural networks tmetl is used
to build the forecast model. This study can provadéecision
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assist system to help drafting patent litigatioratetgy and market's reactions to patent infringement litigagoin the IT
determine the technology value. industry and explores the possibility of systemdifferences in

This paper is organized as follows. The relatextdifures are the market's reactions based on a number of cdesri@lated
reviewed in the Section 2. The model constructiold a to the litigation. The empirical evidence showd tha market’'s

implementation are showed in Section 3. In SecHons
illustrative case. Finally, conclusions are presdrih Section 5.

Il. THE RELATIONSHIP BETWEEN PATENTSPATENT LITIGATION
AND THE MARKET VALUE

reaction is clearly slanted to the holder of theeparights.
Patent litigation incident on the stock price hasgmificant
relationship according to the above literaturesouigh these
literatures discussed patents and indicators iw W& patent
law, there is no corresponding valuation modelthyét. The

Numerous articles show that IPRs in particular arrinciple valuation method are: (1) Industry stada(key is

increasingly important. The value of firms in knedfe
intensive activities is determined by the valueitsfIP. The
recent literature on the impact of IP on the vaftithe firm, its
assessment, valuation, accounting and managemdpt arfe
reviewed in [13]. The detailed of intellectual pesty rights
management practices are understood by Hanel'y.sfiutke
articles about the patents, patent litigation, gaedmarket value
with patents or litigations are reviewed in thigdst.

Reference [14] first discussed the relationshipvben stock
performance and patents. References [9] and [} hegued
for an examination of market-based approaches udystg
economic impact of litigations. Patent owner’'s bétis in
patent litigation events were discussed in [15]e Tdost of
patent prosecution as the indicator to evaluaterpsitwas used
in [16]. The behaviors in patent prosecution [1¢l & patent
infringement lawsuits for evaluating patents [18lera
discussed.

An extensive summary of event studies applied soes of
litigations and corporate law is presented to destrate its
usefulness in assessing the impact of corporateypan
shareholder wealth creation [19]. Event study inepga
litigation context enables us to study patent inbpacthe
context of a rival firm that may also benefit frohe innovation
and investigate the influence of both firm specdind patent
specific variables. Event studies have also beesd us
litigations as evidence for damages and liabilitiggigations

finding an appropriate benchmark); (2) Rules ofntbu(25%
rule and many variants thereof); (3) Rating-Rankirid)
Discounted cash flow; (5) Advanced methods (Mongeld@;
Real options pricing); (6) Auctions [13]. Referen{24]
proposed an objective scoring system for paterds fthe
licensor side using the Analytic Hierarchy Procéssvalue
patents for new products being developed by anahctu
enterprise. The purpose of this study is providangpther
concept model to evaluate the infringed patents.skbck value
variation is used to deduce the infringed patewédle. The
methodology is as follows.

Ill. METHODOLOGY

In this research, the stock value variation is usededuce
the infringed patents’ value. There are two stage®ach the
purpose. First, the stock value variation forecgstiodel needs
to establish by artificial neural networks. Secgndthe
infringed patents’ value (IPV) can be calculateat individual
stock price multiplied by its’ variation and muligd by
common stock outstanding in the period of litigatio

A short overview of the artificial neural network&NNs)
and the backpropagation training algorithm areouhticed in
this Section. ANN-approaches are a very attradtied for the
management scientist and can be used to solve aeruof
different problems on a quite sophisticated leUelthis way
ANN-methods could be used appropriately to corratr

have a big impact on indirect costs such as managempreviously conjectured theory on the one hand tmat, @n the
distraction and difficulty in obtaining credit oavorable terms. other hand, as a data-driven explorative researstiuiment
Such high indirect costs cause market to reevathathtigating detecting structural information not consideredobef[31].

firms’ market valuation.

According to the advantage of ANN-methods, ANNdsjgted

A favorable stock-price influence when the numbér an this research.

patents, the scientific merit of patents, and t@®Rspending
were high, where patent citation information coudeed help
investors judge the future profit-earning potentiéla firm’'s
scientific discoveries [20]. Reference [21] condddthat
actions of the prosecution were positive to thekeiavalue of
the patent owner and the patent infringement lawadected
the firm’s strategies [22].

Capital market reactions to litigation announcersevere as
a measure of the economic impact of patent litigegiin [23].
The contribution of their study were two fold: Ejrsising a
market based approach; it examines the economidisance
of patent litigations in the IT industry to therfis involved and
demonstrates the market's bias towards patent twlde
litigations. Second, it investigates factors thatld affect the
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The detail about artificial neural networks mayereo [25]
and [26] for an introduction to ANN, and refer 87]-[29] for a
more detailed description of ANN learning algorighrand
topologies.

An ANN consists of a number of connected nodesh edic
which is capable of responding to input signaldveit output
signal in a predefined way. These nodes are ordefaglers. A
network consists of one input layer, one outputtaynd an
arbitrary number of hidden layers in between. Thimber can
be chosen by the user such that the network pesfasdesired.
One or two hidden layers are popularly used. Oasae for this
is that one hidden layer is sufficient to approxienany
continuous function to an arbitrary precision [303¢nik et al.,
1989).
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The ANN consists of three layers, the input lagee hidden
layer, and the output layer. The nodes are condextteh that
each node is connected to all nodes of the prevémasthe
successive layer if such layers exist. The inpyerdas only
connected forward to the first hidden layer andabgput layer
only backward to the last hidden layer. All conimté are
assigned a weight a real number. An ANN also costhiases.
These are dummy nodes which always provide an bofptl.
They are useful in translating the [0, 1] outpwonfrthe logistic
function.

Similar to estimation of logit model over estimatiperiod
data, the ANN gets trained on a set of trainingadANN starts
out by an initial set of weights chosen randomiypidally
between (-1, 1). It then adapts the weights in suetay that
given the input signals, the ANN'’s output signalfstch the
desired output signal(s) as closely as possible.

A popular algorithm called the backpropagation etpm is
used in this study. The basic algorithm works d®vies. The
input to a node is computed as the sum of the taitpluithe
preceding nodes multiplied by the weight of the retion.
This is expressed as

NET = ZOU'I]Wi
i=1 (1)
where
OUT, = the output of nodein the previous layer,

w; = the corresponding connection weight.

For the input laye®UT; is simply the vector of input values.
This sum is then transformed to a value betweenddlausing
the so called logistic or sigmoid function.

1
@+ e‘NET) )

Starting with the first hidden layer, this calcidat is done
from left to right until the output layer is reacheAll training
pairs are presented to the ANN and the sum of squerrors
when the whole training set is computed. If the sifraquared
error exceeds the specified error tolerance, thdl ANjusts the
connection weights— this is called a training epodidie ANN
then begins training epoch until either the maximmumber of
training epochs is reached or the sum of squamedsereaches
the specified error tolerance. The training is clatgal when
either of this happens. One can think of this asingpon the
error surface in the direction of the steepestel@s¢iow well a
network is trained is measured by the mean sumredugrror
over the complete training dataset.

The connection weights are adjusted as followstiStawith
the weights connecting output layer and the hididger the
weight adjustments are propagated backwards using

o =OUT(1-OUT )(TARGET -0OUT)

p.output

OouT =

©)
where %awais the delta value of nodein the output layer.
Based on this the weight change is calculated:

Aqu,k =/75koUij
where

AWk = weight change of connection from node p in ldyér
to nodeq in layerk,
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7" = learning rate (which can be set by the user),
9q« = delta value for the nodgin layerk, and

O U T, = output of node in layerj (same a&-1).

The new weight assigned to this connection is computed as
W (N+)=W_, (n)+Aw 5)

pa k
where n denotes the current iteration (before weight adgurjm
and n+1 the next iteration (after weight adjustment). This
procedure is repeated for all nodes in the output layer.
Afterwards the incoming connections of the previous layer are
updated.
For layers except the output layer is computed as followed:
d,, =OUT, (1-0UT, )O3, W)
a (6)
where
i = delta value of nodp in layerj,
OUT, - output of node in layer;j,
1o

ak = delta value for the nodgin layerk, and

qu~k: weight of connection from nogein layerk-1 (same
asj) to nodeq in layerk.

The following steps remain the same. This procedure
continues until a small error is reached or a specified ruwib
training epochs are over.

Backpropagation was created by generalizing the
Widrow-Hoff learning rule to multiple-layer networks and
non-linearly differentiable transfer functions. Input vestand
the corresponding target vectors are used to train a netwolrk unti
it can approximate a function, associated input vectors with
specific output vectors, or classify input vectors in an
appropriate way as defined by us. Networks with biaaes,
sigmoid layer, and a linear output layer are capable of
approximating any function with a finite number of
discontinuities. Standard backpropagation is a gradient ntesce
algorithm, as is the Widrow-Hoff learning rule, in which the
network weights are moved along the negative of the gradient o
the performance function. The term backpropagation refers to
the manner in which the gradient is computed for nonlinear
multilayer networks.

Back-propagation is the most commonly used training
algorithm for neural networks. The weights are updated as
follows
E(t)
ow; (t)
where’7 is the learning rate, and is the momentum.

The learning ratd,, controls the rate at which the network
learns. Usually, the higher the learning rate, the faster the
network learns. The valid range is between 0.0 and 100.0. A
good guess is 0.1 when training a new network at the beginning.
If the learning rate is too high the network may become
unstable, at which time the weights should be randomized and
training restarted.

The momentum parametér, controls the influence of the
last weight change on the currently updated weight. The valid

Aw;(t) =-n

+alw, (t-1)

()
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range is 0.0 to 1.0. Momentum usually resultastdr learning,
but can cause instability in some cases if setaaye.
Backpropagation can train multilayer feed-forwaedworks
with differentiable transfer functions to perfornunttion
approximation, pattern association, and patterssdiaation.
Other types of networks can be trained as welhoaigh the
multilayer network is most commonly used.
backpropagation refers to the process by whichvdtvies of
network error, with respect to network weights &imkes, can

be computed. This process can be used with a nuwiber

different optimization strategies. The architectuocé a

multilayer network is not completely constrained kye

problem to be solved. The number of inputs to teevark is
constrained by the problem, and the number of meuno the
output layer is constrained by the number of owtpeduired by
the problem. However, the number of layers betwestvork
inputs and the outputs: the size of the layers pgstal the
designer. The two-layer sigmoid/linear network capresent
any functional relationship between inputs and otgpf the
sigmoid layer has enough neurons. There are sediéfalent

backpropagation training algorithms. They have eets of

different computation and storage requirements, mmdne
algorithm is suited to all cases.

Training neural networks may cause the network faven
the training set and not generalize well to nevadattside the
training set. This can be prevented by trainingpwiainbr, but it
can also be prevented by using early stopping aith of the
other training routines. This requires that therupass a
validation set to the training algorithm— in additi to the
standard training set. To produce the most effidi@mning, it is
often helpful to preprocess the data before trginlhis also
helpful to analyze the network response after inginis
completed.

IV. |LLUSTRATIVE CASE

A. Data and Sample

The study focuses on both groups of firms involiregdatent
infringement litigation. They are the firms thatadaiming the
infringement damages (named as the plaintiffs) @wedtarget
firms of litigations (named as the defendants).

This study focuses on the patent infringement latwau U.S.
district courts of Delaware, California and Texakhose
lawsuits having final judgment exterminations andicating
definite patent numbers and damage awards arededjas the
effective samples. In this study, the LexisNexitadase is used
to collect and filter patent litigation cases. Hetected volume
of patent litigation cases are 65 cases, among a3esc of
Delaware, 24 cases of California and 4 cases o&g.e&And a
total number of patents are contains a total of T8® use of
stock returns as a metric for litigation impactuigs that both
plaintiff and defendant firms be publicly tradechig narrows
the sample of firms that are studied but prevdmsossibility
of returns being skewed by a preponderance of mdfigby
traded firms among either type of litigants. Ané fmpact on
the stock returns are measured around the day ef
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commencement of litigation and subsequently the they
litigation is settled or a judgment is made.

Therefore, there are 13 samples on the commencenfient
litigation and 15 samples on the settlements frioenpiaintiffs.
There are 11 samples on the commencement of idigahd 14
samples on the settlements of litigation from teéeddants. In

Thesum, there are 24 samples on the commencemeritgatitbn

and there are 29 samples on the settlements gdtlidin. The
two groups’ samples are as input data in ANN model.

According to the results of [23], the effect of tiigation on
the stock market returns around the date of litgat
announcements as well as the date of settlemedtttfenstock
value variation data is during the announcemersetitements
period [denoted as (-1, +1)-day -1, the precedagathd day +1,
the day after announcement or settlements.

B. Delimitation and Limitation

There are some delimitations and limitations is tieisearch.

They are as follows.

1) There are several categories of U.S. patents,asuatility,
design, plant, defensive publication, statutoryeimion
registration, and additional improvement, etc. The
compositions of all these categories differ frorareather.
This study discusses the utility patent only.

2) There is at least one patent included in a paiertfolio
which is enforced in a patent infringement lawsoitvin a
lump sum of the damage award. Only damage awattteof
portfolio is discussed.

3) Only patent infringement lawsuits with final judgmeof
determination are analyzed. Settled lawsuits shdagd
excluded from effective samples.

4) Patent infringement lawsuits are retrieved fromeéhr
district courts which are famous in huge quantitg &ast
judgment of patent infringement lawsuits, i.e. diistcourt
of Delaware, district court of California, and dist court
of Texas.

5) Patent infringement lawsuits are retrieved in theiqul of
1944 to 2006 in both district courts of Delawared an
California. But because district court of Texafimous in
showing favor to plaintiffs, lots of lawsuits gettdements,
few lawsuits with final judgment of determinatiomea
found. Hence, patent infringement lawsuits of distcourt
of Texas are retrieved from 1994 to 2006.

C. Definition of Patent Indicators

By reviewing previous literatures, [12] proposeititegrated
indicators of patent. Therefore, the integratedcaibrs are
adopted in this study. The 17 quantitative patediciators are
from X, to X7, finally summarized for describing the features of
a patent as shown in Table | [12].

th
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TABLE | PN

2
THE DEFINITION OF PATENT INDICATORS z Z (di; = yy)
Variable Name Definition MSE =122 (8)
X1 Assignees the assignee count of each patent N [P
X2 Inventors the inventor count of each patent where
X3 Total claims the total claim count of each patent
X Independent  the independent claim count of each patent .
! it P P P is the output of node
Xs US patent the count of US patent documents listed in the

references field of “References Cited”, i.e. prior arts N :is sample size
recognized by the examiner, of each patent. In '
some literatures, “US patent references” is

usually called “Backward citation” dij . is the real value in thenode;
Xe Foreign patent  the count of foreign patent documents in the
references field of “References Cited” of each patent . . .
X7 Non-patent  the count of other publications (non-patent Y;: IS the output value in thenode.
references literatures, including papers, handbooks af]ﬂe stock value variation (SVV) is be calculated i

magazines, etc.) in the field of “References I
Cited” of each patent. In some literaturd®llowing formula.

“Non-patent references” is usually called _ _
“Science linkage” SW = |(Vt+1 Vt—l) /Vt—l 9)
Xsg Forward citations  the count of follow-up citingtpnts by the Where
other patents by the date of the beginning of
lawsuit of each patent V,,, ! is the stock value after the events’ day;
Xo International the count of IPCs which recognized by the
Patent examiner of each patent Vt—l: is the stock value before the events’ day.
Classifications . Lo
(IPC) Finally, the infringed patents’ value (IPV) candzdculated by
X10 US Patent the count of USPCs which recognized by tie formula as follows.
Classifications  examiner of each patent IPV= Stock price * SVV* common stock outstamglin the
X11 Worldwide patent the count of worldwide related patents those . d of litigati 10
family claimed at least one same priority of ed2fif100 ot liugation. (10)

patent. This count is investigated based o . :
INPADOC database "E. Resultsand discussion

X12 US patent family  the count of US related patein¢se claimed at By the neural network training tests, the threeehbegen a
least one same priority of each patent. gﬂc@tter model for studying the effect of litigation the date the

count is investigated based on INPAD

database samples, from 50 percent the proportion of testsasynumber

X13 Office actions the count of office opinions by #saminer ofof iterations 5000 times, 10000 times, 50000 tithesmodel,

USPTO of each patent. The office opiniofe test error value can be reduced to around OT&refore,

include the selection by restriction, non-final. L s
rejection, final rejection, and notice 'ﬁus study within the commencement of litigationmgdes can

allowance, etc have a good prediction of the effect of stock valagation.
X4 Responses the Counft thfesfontseTsh to USPTO by tgfter the training procedure, one can find the bastlel is
assignee of each patent. e responses Iniﬂl P . 0 . ..
amendments, response to non-final reject] %‘f the training sample is 59/0, and the |tera8di50.00, 10000
response to final rejection, request for contin@fad 50000. The results are in the Table IIl. And Eighows the
examination, and appear, etc compared the real output value and forecastingubwiplue in
X1s Examination the time span from filing date to ssiate °f50000-iteration model
each patent ’
X16 Drawing the count of drawings of each patent
X17 Life-span the time span from filing date to thejipeing TABLE lI
of lawsuit of each patent THE RESULTSFROM TRAINING PROCEDURE
The ratio o . - )
D. Constructing Neural Network Mode! to stock value samples Iterations|Frequency | MSE of trainindMSE of testing
variation 50% 1 0.0002543 0.0250683
The neural netvvprk is used _to build up the forengsnhodel 0.0002455 0.0245315
of stock value variation. The input variables fbe tproposed 5000
neural network in this study are 17 factors and dlgput 3 0.0002594 0.0273184
variable is the stock value variation. For congingcthe neural mean 0.0002531 0.0256394
network, at least two sets of samples are necessarya
L . ) oo 1 0.0002234 0.0249569
training set and a testing set, for iterativelyitgnthe NN by
training and testing. Design of the standard fewdsird 0.0002228 0.0254037
. : 10000
backpropagation neural .network after adjustmenth Wh.e 3 0.0002239 00248272
software tool “NeuroSolutions”. The performancenuddel is
evaluated by Mean Squared Error (MSE). When thaevaf mean 0.0002233  [0.0250626
MSE is small, it means that the model’'s error iaknThe 50000 |1 0.0002216 0.0258208

formula of MSE is below.
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The ratio o lterations|Frequency | MSE of trainingMSE of testing
samples
2 0.0002209 0.0249800
3 0.0002215 0.0243603
mean 0.0002214 0.0250537
0.14
0.12 /x\
il
0.08 // \\ —~  DesY1
0.06 / \\ - Out Y1
- M‘%\\ [
0.02 \/ \,\/ \\J \.Z_/:
0
1.2 3 4 5 6 7 8 9 10

Fig. 1 The compared the real output value and &miing
output value in 50000-iteration model

And the data of 29 samples on the settlementsigdtion did
not have a good predictive capability and the ngskilSE error
values are too large. So as to find possible resforthis result
is that stock markets will not be affected when fraent
litigation is settlement. It may be the patentghlitiion decides
judicially is not so significant for investors oaid that the
investment people gradually forget the matter. fsorider to
patent litigation in the proceedings scheduled tecide
judicially day and date on the company's stockepingpact, the
patent litigation cases in proceedings on the déaythe
company's share price will be significantly affettéut also
from the proceedings to date to predict changssoick prices,
and decide judicially determined to date compaslyare price
changes in the relative degree of impact on theooisy more
difficult to decide judicially date set to predfmtice changes.

V. CONCLUSIONS

Increasing the number of cases of patent litigatiorrecent
years, the awareness of intellectual property ptmte for the
technology industry is growing. Many companies fighatent
litigation to defend their rights and it has becomerace
competition and one important strategy when a lagsirwith
others.

By collecting preliminary data and literatures, gt
litigations and firm stock values are remarkableatesl. The
database of patent litigation cases and the carrespg firm's
stock value data are built up and the stock vadu@tion model
is established by using this database. The valu@fohged
patents can be gained by mapping the stock valuatieen
model. The patents with litigated are at leastestiof the most
valuable patents and so the easiest way to leaontabe
characteristics of valuable patents is thereforgtudy litigated
patents [11]. According to the researches of [ht] [d2], those
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characteristics of litigated patents are adoptesuasnput data
in the model and the output data is stock valugatian of

litigated companies. Artificial neural networks tmetl is used
to build the forecast model and the forecastingltesre good.
The ANN method is good for build up the model.

In this study, ready to provide the company's fitpatent
litigation or patent litigation happen, we can grése impact of
events on share price, from a good neural netwartlenfor
prediction of changes in company's share price hay the
company patent litigation strategy and responsenar@sms for
the formulation. The results of this study proviadeovel model
to calculate infringed patents value. It can prevaldecision
assist system to help drafting patent litigatioratsigy and
determine the technology value.

Whether the plaintiff or the defendant company, tpasy
close attention to patent litigation will affectimpe time,
especially in the power of the strongest the frstays and 1
days, all the strategy and response mechanism roeist
controlled within 5 days inside to be able to achithe desired
effect. Otherwise, they will miss the market resgmtime, for
example: the plaintiff will likely miss the marketalue of
upgrading to take advantage of market opportuniiesthe
reaction, and the defendant may be missed to rethee
irreversible loss of market timing.

In this study, through the relevant literature aedearch
methods to confirm patent litigation, patent valsteares of the
relationship between the three, so will assessvtiae of
patents as a model of factors independent vari@negshanges
in stock price as a contingency item, so this studg to patent
indicators can be used to predict the value ofrditgation
incident on the impact of stock prices, in otherdg declared
the impact of patent litigation is precluded bydichanges in
stock prices caused by changes in market valuaféeed that
this change is to represent the value of pategatibn in this
case the value of patents .
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