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Abstract—Today, Genetic Algorithm has been used to solve wide range of optimization problems. Some researches conduct on applying Genetic Algorithm to text classification, summarization and information retrieval system in text mining process. This researches show a better performance due to the nature of Genetic Algorithm. In this paper a new algorithm for using Genetic Algorithm in concept weighting and topic identification, based on concept standard deviation will be explored.
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I. INTRODUCTION

RAPID growth of available data in digital format increase need for methods to analyze them [13]. So research on some topics such as text classification, information retrieval and automatic text summarization became an important field [8]. Researchers in Knowledge Discovery in Databases (KDD) have provided new tools for analyzing and accessing data in databases [7], [12]. Some of them is based on term frequency and are used in text processing. GA is deployed to text processing as an optimization problem. GA is used in text clustering, Text classification and Text Automatic summarization [14].

Goal of an automatic text summarization system is to generate a summary of the original text that allows the users to obtain the main pieces of information available in that text, but with a much shorter reading time [3]. In addition, an important data preprocessing task for effective classification is the attribute selection task, which consists of selecting the most relevant attributes for classification purposes [9]. So that term weighting method, feature selection and ranking are important task in text mining process. The weight of terms that are identified by text mining process. The weight of concept/term j in document i will be denoted as Wdjc and we can represent document i as a combination of concept/term weight like Wdi:

\[ W_d : \{ W_{di1}; W_{di2}; W_{di3}; \ldots \} \]

where Wdjc means the weights of concept/term j in document i. Few researchers would claim that a word representation is optimal, but the difficulty of automated natural-language understanding has limited our ability to use a richer representation scheme [3]. Because of same keywords may have some different meaning, and in inverse case, some different keywords, refer to same meaning, using of concept in topic identification is more useful than term.
B. Concept/Term Distribution

The distribution of concepts or term in a document is an important factor to be taken into account. The discrimination of the distribution of the two concepts in two documents will diminish the similarity between two documents. Weng and et.al [15] proposed a common statistical equation, ‘standard deviation’, to represent the dispersion of the concepts in a document. They divided standard deviation by maxline(di) to normalize standard deviation by the size of each document.

\[ \text{Var}	ext{e} = \frac{\sqrt{x^2 - (\sum x)^2 / n}}{(n-1)\text{max line(di)}} \]  

Here x indicates the position where the phrase of a concept appears in a document, n denotes the total phrase number in a document, maxline(di) denotes the maximum line of document i and width of a line is set to a constant in order to fix the width of every article [15]. Var\text{e} is the standard deviation of the concept position in the document. We use standard deviation to represent the distribution of the concept in a document. The higher the standard deviation of the document is, the greater the dispersion in the distribution.

We use Weighted Topic Standard Deviation to state the concentrate of document on its identified topic. Assume that \( W_d \) = \{ Wdic1; Wdic2; Wdic3 ;…\}, express the weight of each concept or term in topic of document. The WTV of document i will be calculated with following formula:

\[ \text{WTSD(di)} = \sum_{j} \frac{w_d c_j (x_{j,k} - \bar{x}_w w_d c_j)^2}{(n-1)\bar{w}. \text{max line(di)}} \]  

where \( w_d c_j \) represent weight of concept or term j in document i and \( x_{j,k} \) represent the number of line that concept j accrued. \( \bar{w} \) represents the average of weight of concepts or terms in document i. As discussed earlier, the small topic standard deviation, states the more concentrate on topic.

C. Genetic Algorithm

Genetic algorithms are heuristic optimization methods whose mechanisms are analogous to biological evolution [16]. A good general introduction to genetic algorithms is given in [17]. In Genetic Algorithm, the solutions are called individuals or chromosomes. After the initial population is generated randomly, selection and variation function are executed in a loop until some termination criterion is reached. Each run of the loop is called a generation. The selection operator is intended to improve the average quality of the population by giving individuals of higher quality a higher probability to be copied into the next generation. The quality of an individual is measured by a fitness function.

III. GENETIC ALGORITHM APPLICATION IN TOPIC IDENTIFICATION

A. Problem Description

As mentioned before, there are many concepts and terms in document that can be recognition by part of speech technique and concept and information extraction. Some of them contribute in the main topic of document. Our main problem is to distinguish the weight of each concept or term in topic of document. We represented the weight of concepts and terms as Wd, vector in previous section. Each concept or term can have a weight between 0 and 1. For simplifying our problem, we can consider weights as a binary number. That means the related concept or term belongs or doesn’t belong to topic of document. A chromosome is defined as a list of concept or term weights which have real or binary numbers. The definition of a chromosome is represented as \( J = (j_1, j_2, . . . , j_i, . . . , j_L) \), where \( j_i \) denotes the weight of the concept \( i \) and \( L \) is the number of concept to be considered. Each gene represents a concept or term weight. The genes of initial chromosomes are generated randomly and the range of weight values is from 0.0 to 1.0 for experiments.

B. The Fitness Function

We use WTSD as our fitness function. WTSD measures the performance of weighting precision. As we discussed in previous section, the small WTSD state much more concentration on topic at document. For each solution (individual or chromosome in the generation) we can calculate the WTSD with using eq. 2. In each solution the weight of each concept or term is determined and so that we can consider each solution as a vector of topic of document. Vectors with small WTSD show the concentration of document on that topic. Based on this fitness function, we can select the appropriate solutions as a parent for offspring. We use truncation selection, where the parents are selected randomly from a half of the population in the decreasing order of quality [15].

C. Genetic Operators

The genetic algorithm uses crossover and mutation operators to generate the offspring of the existing population. Before genetic operators are applied, parents have been selected for evolution to the next generation. We use the crossover and mutation algorithm and produce next generation. The probability of deploying crossover and mutation operators can be changed by user. In all of next generation, WTSD has used as our fitness function.

D. End Condition

GA needs an End Condition to end the generation process. If we have no sufficient improvement in two or more consecutive generations; we can stop the GA process. In other
cases, we can use time limitation as a criterion for ending the process.

E. Our Algorithm

According to the above sections, our algorithm is explained in the following:

1. [Start] Generate random population of \( n \) chromosomes (suitable solutions for the problem that is explained in section A)

2. [Fitness] Evaluate the fitness \( f(x) \) of each chromosome \( x \) in the population with WSTD fitness function (section B).

3. [New population] Create a new population by repeating following steps until the new population is complete
   1. [Selection] Select two parent chromosomes from a population according to their fitness.
   2. [Crossover] With a crossover probability cross over the parents to form new offspring.
   4. [Accepting] Place new offspring in the new population for a further run of the algorithm.
   5. [Replace] Use new generated population for a further run of the algorithm
   6. [Test] If the end condition (section D) is satisfied, stop, and return the best solution in current population, otherwise go to step 2.

IV. EXPERIMENTS AND RESULTS

As a test for our genetic algorithm, we applied it for concept weighting in a standard text in Persian language. Existence of various numbers of historical, religious, scientific and literary texts in Persian language has increased the necessary of effective tools for processing texts. Many of these texts are our national treasure and their detail analysis is essential. The increasing volume of texts in Persian language reveals the importance of employing a modern technique for their process.

In many languages there are some software packages for text mining and text processing. However, because of structural differences between Persian and other languages, current software packages in the world are not useful in processing Persian texts. After developing algorithms and software packages which can process Persian texts we use our Genetic Algorithm in our package and try to identify the topic of documents based on concept distribution. We deploy our algorithm in a set of literary texts. First of all, for each document, a list of concept was produced by using one of the following two approaches: (1) an automatically-generated concept list, this kind of concept list is called an "automatic list". (2) A manually-generated concept list, produced by a Persian teacher by selecting the most relevant concept of the text. This is called a “manual list”.

We use both TF*IDF and GA methods to identify the concept list for each document. We use following measures as a standard measure to address the performance of our algorithm:

\[
\text{PRECISION} = \frac{\text{Concept – found – and – correct}}{\text{total – concept – found}} \\
\text{RECALL} = \frac{\text{Concept – found – and – correct}}{\text{total – concept – correct}}
\]

The result is addressed in the following table:

<table>
<thead>
<tr>
<th>Number of word in document</th>
<th>Number of concept in manual list</th>
<th>Automatic Generated List</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision in GA</td>
</tr>
<tr>
<td>1-100</td>
<td>10</td>
<td>46%</td>
</tr>
<tr>
<td>101-150</td>
<td>12</td>
<td>53%</td>
</tr>
<tr>
<td>150-200</td>
<td>11</td>
<td>50%</td>
</tr>
<tr>
<td>&gt;200</td>
<td>13</td>
<td>50%</td>
</tr>
</tbody>
</table>

As shown in above table, the GA has a notable improvement compared to traditional TF-IDF. The accuracy of both methods is lower when the size of the documents is small.

V. CONCLUSION

As mentioned earlier, Concept weighting and topic identification is an essential task for document management. Most of the past research focused on TFIDF algorithms. We propose a new algorithm, based on concept distribution and by using Genetic Algorithm, to identify the weight of concept. According to the empirical evaluation result, the proposed technique was more effective than the traditional TFIDF method. It should be considered that this algorithm can be improved. Our algorithm's largest precision and recall rate, reported in above tables, were 53% and 69% respectively. So that we can expect that the performance of algorithm can be improved by changing in some parts of algorithm.
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