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Abstract—In this paper we investigate numerically positive solu-
tions of the equation −Δu = λuq +up with Dirichlet boundary con-
dition in a boundary domain Ω for λ > 0 and 0 < q < 1 < p < 2∗,
we will compute and visualize the range of λ, this problem achieves
a numerical solution.
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I. INTRODUCTION

IN this paper we use pseudo arclength method to obtain
approximation solutions of the following concave-convex

nonlinear problem:⎧⎨
⎩

−Δu = λuq + up, x∈ Ω, (1a)
u > 0, x∈ Ω, (1b)
u = 0, x∈ ∂Ω, (1c)

where λ > 0 is a real parameter, Δ is the Laplace operator
and 0 < q < 1 < p < 2∗, in which 2∗ = ∞ because Ω is a
bounded domain in R

2 here. In this paper, the solutions will be
solved are classical solutions, which satisfy Eq.(1) pointwise.
For the solution u of Eq.(1), we consider the energy functional
Iλ(u), for each u ∈ C2(Ω)

⋂
C1(Ω̄),

Iλ(u) =
1
2
‖u‖2 − λ

q + 1
‖u‖q+1

q+1 −
1

p+ 1
‖u‖p+1

p+1 (2)

where ‖u‖ = (
∫
Ω
|∇u|2dx) 1

2 , ‖u‖q+1 = (
∫
Ω
|u|q+1dx)

1
q+1 ,

‖u‖p+1 = (
∫
Ω
|u|p+1dx)

1
p+1 .

If we consider λ = 0, Eq.(1) turns into Lane-Emden(-
Fowler) equation, ⎧⎪⎨

⎪⎩
−Δu = up, x ∈ Ω,

u > 0, x ∈ Ω,

u = 0, x ∈ ∂Ω.

(3)

The above equation was introduced by Lane in the mid-
19th century, as a model of the distribution of clusters of
stars in Astrophysics. It was in 1931 that Fowler [1] solved
completely the problem of finding radially symmetric equa-
tions u = u(|x|). From then on, Eq.(3) has been extensively
investigated, see for example [2,3] for a survey.

Under the assumption that λ > 0 is small enough, our
Eq.(1) can be regarded as a perturbation problem of Eq.(3).
To emphasize the dependence on λ, Eq.(1) is often regarded
as Eq.(1)λ.
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The existence of positive solutions of concave and convex
nonlinearities have been studied by many researchers, we
mention [4,5] to name a few.

Theorem 1.1 For all 0 < q < 1 < p < 2∗ there exists
Λ ∈ R,Λ > 0, such that

1. for all λ ∈ (0,Λ) problem (1)λ has a minimal solution
uλ such that Iλ(uλ) < 0. Moreover uλ is increasing with
respect to λ;

2. for all λ = Λ problem (1)λ has at least one weak
solution u ∈ H ∩ Lp+1;

3. for all λ > Λ problem (1)λ has no solution.

The above theorem is proved in [6]. We now provide sketch
of the proof: The smallest eigenvalue of{

−Δϕ = λϕ, x ∈ Ω,

ϕ = 0, x ∈ ∂Ω.
(4)

is denoted by λ̃, ϕ̃ denotes the corresponding eigenfunction
satisfying ϕ̃ > 0 in Ω and ‖ϕ̃‖2 = 1.

1. Define Λ = sup{λ > 0 : (1)λ has a solution}, we can
prove 0 < Λ <∞ by sub-supersolution method. We can also
show that, for all 0 < λ < Λ Eq.(1)λ has a solution uλ, then
we illustrate that the solution uλ is a minimal solution of (1)λ.
In the end of the proof, we also use sub-supersolution method
to show that

uλ1 < uλ2 , whenever λ1 < λ2.

2. We can prove that for λn being a sequence such that
λn ↑ Λ, and at the same time, for un = uλn

, there exists
u∗ ∈ H and u∗ > 0 such that un → u∗ a.e. in Ω strongly in
Lp+1 and weakly in H . Such a u∗ is thus a weak solution of
(1)λ.

3. This follows from the definition of Λ in the proof of 1.

Theorem 1.2 Let 0 < q < 1 < p < 2∗. Then for all
λ ∈ (0,Λ) problem (1)λ has a second solution vλ > uλ.

Proof C.f.[6].

Remark We will compute and visualize solutions of Eq.(1)λ

to illustrate Theorem 1.1 and Theorem 1.2 in III.

II. NUMERICAL ALGORITHM

The method discussed in this section, which is used to find
zeros of function f , is Newton’s method with the following
equation:

xn+1 = xn − f(xn)
f ′(xn)

. (5)
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The following theorem is used to show sufficient conditions
under which Newton’s method converges to a solution(c.f.[7]).

Theorem 2.1 Let D ⊂ R
n be open and convex and let

f : D → R
n be continuously differentiable. Assume that for

some norm ‖ · ‖ on R
n and x0 ∈ D the following condition

hold:
(a). f satisfies

‖f ′(x) − f ′(y)‖ ≤ γ‖x− y‖
for all x, y ∈ D and some constant γ > 0.

(b). The Jacobian matrix f ′(x) is nonsingular for all x ∈
D, and there exists a constant β > 0 such that

‖f ′(x)−1‖ ≤ β, x ∈ D.

(c). For the constants

α := ‖f ′(x0)−1f(x0)‖ and q := αβγ

the inequality

q <
1
2

is satisfied.
(d). For r := 2α the closed ball B[x0, r] := {x : ‖x−x0‖

≤ r} is contained in D.
Then f has a unique zero x∗ in B[x0, r]. Starting with x0 the
Newton iteration

xn+1 = xn − f(xn)
f ′(xn)

, n = 0, 1, · · ·

is well-defined. The sequence {xn} converges to the zero x∗

of f , and we have the error estimate

‖xn − x∗‖ ≤ 2αq2
n−1, n = 0, 1, · · ·

For Eq.(1a), we define

f(u) = Δu+ λuq + up (6)

as function f in (5). To keep the solution away from the trivial
solution u ≡ 0, we choose ϕ̃ as initial value because ϕ̃ >
0(this initial value is important to the convergence of Newton’s
method). Besides, to keep the solution on the ”right” way, we
can’t directly regard Eq.(6) as iterative function. So we let

L = Δ + λ̃,

X = {u|u ∈ C2(Ω), u|∂Ω=0},
Y = {u|u ∈ C0(Ω)}.

From Equations above we know L : X → Y is a Fredholm
operator, and N(L) = span{ϕ̃}, we define inner product in
Y by

〈u, v〉 =
∫

Ω

uvdx. (7)

Split spaces X,Y into

X = N(L) ⊕ M, Y = N(L∗) ⊕ R(L), (8)

where M = N(L)⊥ ∩X , L∗ is an adjoint operator and R(L)
is the range of L. From Eq.(8), we get u = τϕ̃ + ω, where
〈ϕ̃, ω〉 = 0.

Then Eq.(1) changes into system (9)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−Δ(τϕ̃ + ω) = λ(τϕ̃ + ω)q + (τϕ̃ + ω)p, x∈ Ω, (9a)
ω > 0, x∈ Ω, (9b)
ω = 0, x∈ ∂Ω, (9c)
〈ϕ̃, ω〉 = 0. (9d)

where τ, ω are unknown. We use

f(τ, ω) =

⎛
⎝Δ(τϕ̃ + ω) + λ(τϕ̃ + ω)q + (τϕ̃ + ω)p

〈ϕ̃, ω〉

⎞
⎠ (10)

as iterative function to keep the solution on the ”right” way,
then we can solve the untrivial solution of Eq.(1).

We have done enough for Theorem 1.1(we will visualize it
with an example in III). To find the second solution vλ of (1),
we have something to prepare.

As mentioned above, we’ve got the untrivial solution uλ1for
Eq.(1)λ1 , Let (u1, λ1) = (uλ1 , λ1) be a solution on the
solution branch of f(uλ, λ) = 0, where f(uλ, λ) is Eq.(6).
To get the solution branch, the most obvious parameter is
the control variable λ. Let (u1, λ1) be the predictor point of
f(u2, λ2) = 0, we can get the solution (u2, λ2) of Eq.(1)λ2 .
See Fig.1.

(u1, λ1)

(u2, λ2)

λ
u

Fig.1. Predictor-Corrector method to calculate the untrivial solution
branch with parameter λ.

While parameter λ has the advantage of having practical
significance, it encounters difficulties at turning point, where
the pulling direction is normal to the branch. See (u3, λ3) in
Fig.2.

(u1, λ1)

(u2, λ2)

(u4, λ4)

(u3, λ3)

u
λ

Fig.2. Pseudo Arclength method to calculate the untrivial solution branch
with curve parameter s to cross the turning point (u3, λ3).

Solution branch of f(uλ, λ) = 0 can be parameterized by
curve parameter. A general curve parameter is called s. A
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parameterization by s means that the solution of f(uλ, λ) = 0
depends on s:

u = u(s), λ = λ(s).

This means pulling the imaginary particle in the direction
tangent to the branch; turning point does not pose problems.
In [8] ”pseudo arclength” was proposed, that is:

N(u, λ, s) = u̇∗T (u − u∗) + λ̇∗(λ − λ∗) − (s − s∗) = 0, (11)

where(u∗, λ∗) is the solution previously calculated, and
u̇∗T , λ̇∗ can be calculated by

u̇∗T = βv, β ∈ R,

λ̇∗ = β,

where v, β satisfy

f∗uv = −f∗λ ,
β =

±1√
1 + ‖v‖2

.

From equation f(uλ, λ) = 0 and Eq.(11), we get the system:

F (u, λ, s) =

⎛
⎝ f(u(s), λ(s))

N(u(s), λ(s), s)

⎞
⎠ = 0. (12)

We can solve the solution branch by Theorem 2.1. By this
way, we can complete the proof of Theorem 1.2(we will
visualize it with an example in III).

Algorithm
1. Define region Ω and step size δs = (s− s∗).
2. Let (u1, λ1) be the initial value(this initial value is

important to convergence of Newton’s method).
Begin loop i = 0 to n(decided by step size).

Begin loop j = 0 to m.
2.1 Calculate the derivativeF ′(u, λ, s) of

Eq.(12).
2.2 Using Eq.(5) to calculate (uk+1, λk+1).

Repeat step 2.2 until convergence criteria
are met:

‖uk+1 − uk‖ → 0.
End loop j.

End loop i.

III. NUMERICAL RESULTS

We consider Eq.(1) with q = 0.5, p = 3 and let Ω =
[−1, 1] × [−1, 1], we want to obtain a numerical solution of
the problem ⎧⎪⎨

⎪⎩
−Δu = λu1/2 + u3, x∈ Ω, (13a)
u > 0, x∈ Ω, (13b)
u = 0, x∈ ∂Ω. (13c)

General domain Ω is divided on an equidistant mesh,
and then the five-point difference scheme is used to discrete
Laplace operator Δ , where we choose N = 50, h = 1/50.
Using pseudo arclength method, we have solution branch of
Eq.(13).(See Fig.3)

From Fig.3, we can know that point B is a turning point

0 5 10 15 20 25
0

1

2

3

4

5

6

7

λ

A

B

C

A

B

C

max u 

Fig.3. solution branch of Eq.(13) with different λ.

of solution branch of (13). For λ < xB ≈ 20.68, Eq.(13) has
two solutions which illustrates Theorem 1.2. We also know
that for λ > xB ≈ 20.68, Eq.(13) has no solution which
agrees with (3) in Theorem 1.1. Take λ = 5 for example, we
visualize the solutions of (13)(see Fig.4, Fig.5). Fig.4 denotes
the solution u of (13) on the branch A to B(which is the
minimal solution) and Fig.5 denotes the solution u of (13) on
the branch B to C.

−1

−0.5

0

0.5

1

−1

−0.5

0

0.5

1
0

0.02

0.04

0.06

0.08

0.1

Fig.4. the solution u with λ = 5 of (13) on the branch A to B in Fig.3
(which is the minimal solution).
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2
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4
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Fig.5. the solution u with λ = 5 of (13) on the branch B to C in Fig.3.

We present just some values of u on the solution branch A
to B of Fig.3 in following tables for different λ:
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TABLE I
APPROXIMATION OF u FOR λ = 5 WITH Iλ(u) =
−0.0335 < 0 AND ε = 10−10, WHERE ε DENOTES THE
RELATIVE CONVERGENCE ERROR ε = ‖un+1 − un‖.

x\y -0.8 -0.4 0 0.4 0.8
-0.8 0.0121 0.0281 0.0333 0.0281 0.0121
-0.4 0.0281 0.0666 0.0794 0.0666 0.0281

0 0.0333 0.0794 0.0948 0.0794 0.0333
0.4 0.0281 0.0666 0.0794 0.0666 0.0281
0.8 0.0121 0.0281 0.0333 0.0281 0.0121

TABLE II
APPROXIMATION OF u FOR λ = 10 WITH Iλ(u)

= −0.5434 < 0 AND ε = 10−11

x\y -0.8 -0.4 0 0.4 0.8
-0.8 0.0488 0.1132 0.1342 0.1132 0.0488
-0.4 0.1132 0.2684 0.3201 0.2684 0.1132

0 0.1342 0.3201 0.3826 0.3201 0.1342
0.4 0.1132 0.2684 0.3201 0.2684 0.1132
0.8 0.0488 0.1132 0.1342 0.1132 0.0488

TABLE III
APPROXIMATION OF u FOR λ = 15 WITH Iλ(u)

= −2.3602 < 0 AND ε = 10−10

x\y -0.8 -0.4 0 0.4 0.8
-0.8 0.0983 0.2285 0.2712 0.2285 0.0983
-0.4 0.2285 0.5436 0.6495 0.5436 0.2285

0 0.2712 0.6495 0.7777 0.6495 0.2712
0.4 0.2285 0.5436 0.6495 0.5436 0.2285
0.8 0.0983 0.2285 0.2712 0.2285 0.0983

By comparing Table I to Table II and Table III, we see that
uλ is increasing with respect to λ, and find that Iλ(uλ) < 0
for λ = 5, 10, 15. In fact, Iλ(uλ) of (13) computed are all
negative on solution branch C to A except for point A, and
Iλ(uλ) is increasing from C to A with Iλ(uλC

) ≈ −49.77
and Iλ(uλA

) = 0.

ACKNOWLEDGMENT

This work was supported by the Excellent Youth
Scholars Foundation and the Natural Science Founda-
tion of Anhui Province of P.R.China(No.2009SQRZ083,
KJ2009B076Z, 090416222), Shanghai Normal University
Academic Project(NO.SK200936).

REFERENCES

[1] R. Fowler, Further studies of Emden’s and similar differential equations,
Quart. J. Math.1931,2:259-288.

[2] I. Flores, A resonance phenomenon for ground states of an elliptic
equation of Emden-Fowler type,J. Differential Equations. 2004,198:1-15.

[3] R. Kajikiya, Non-radial solutions with group invariance for the sublinear
Emden-Fowler equation, Nonlinear Analysis. 2001,47:3759-3770.

[4] Tsung-fang Wu. Four positive solutions for a semilinear ellip-
tic equation involving concave and convex nonlinearities, Nonlinear
Analysis.2009,70:1377-1392.

[5] Kuan-Ju Chen. Combined effects of concave and convex nonlinearities in
elliptic equation on R

N , J.Math.Anal.Appl.2009, 355:767-777.

[6] A. Ambrosetti. Combined effects of concave and convex nonlinearities in
some elliptic problems, J.Funct.Anal. 1994,122:519-543.

[7] R. Kress. Numerical Analysis, Berlin: Springer-Verlag, 2003, p.103.
[8] R. Seydel. Practical Bifurcation and Stability Analysis, Berlin: Springer-

Verlag. 1994, p.135.

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:4, No:7, 2010 

873International Scholarly and Scientific Research & Innovation 4(7) 2010 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:4
, N

o:
7,

 2
01

0 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

97
.p

df




