
 

 

  
Abstract—Gas chromatography (GC) is the most widely used 

technique in analytical chemistry. However, GC has high initial cost 
and requires frequent maintenance. This paper examines the 
feasibility and potential of using a neural network model as an 
alternative whenever GC is unvailable. It can also be part of system 
verification on the performance of GC for preventive maintenance 
activities. It shows the performance of MultiLayer Perceptron (MLP) 
with Backpropagation structure. Results demonstrate that neural 
network model when trained using this structure provides an 
adequate result and is suitable for this purpose. cm. 
 

Keywords—Analyzer, Levenberg-Marquardt, Gas 
chromatography, Neural network 

I. INTRODUCTION 
ODAY, Gas Chromatograph (GC) is the most widely used 
technique in analytical chemistry – a position it has held 

for over three decades. The popularity and applicability of the 
technique is principally due to its unchallenged resolving 
poser for closely related volatile compounds and because of 
the high sensitivity and selectivity offered by many of the 
detector systems. The technique is very accurate and precise 
when used in a routine laboratory [1]. On one hand, GC might 
be susceptible to damage and so needs frequent maintenance 
which is widely recognized as a significant contributory factor 
in the life cycle cost of a process plant. On the other hand, 
frequent maintenance is impractical as it require shutdown of 
system or facilities and slows down production process.  

The demand for the use of Artificial Neural 
Networks to solve engineering problems is expected to 
increase significantly in the next ten years, mainly due to 
several breakthroughs in this field and also to the limitations 
of the existing conventional engineering problem solving 
techniques. Results to date have demonstrated the significant 
performance advantages of Artificial Neural Networks relative 
to currently available conventional methods [2]. It is also one 
of the black-box modelling approaches to do data-driven 
modelling. Neural network, with its remarkable ability to 
derive meaning from complicated or imprecise data, can be 
used to extract patterns and detect trends that are too complex 
to be noticed by either humans or other computer techniques. 
It is consisting of many units i.e. processing unit’s analogues 
to neutrons in the brain. Each node has a node function, 
associated with it which along with a set of local parameters 
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determines the output of the node, given an input as in [3]. 
The neural network user gathers representative data, and then 
invokes training algorithms to automatically learn the 
structure of the data. 

This paper focuses on developing a neural network model 
that can predict the output of GC which is Propylene in this 
process. Using this method would significantly lower 
maintenance costs besides achieving efficient process control. 
At the same time the model also serves as part of online 
verification tools to check the reliability of the GC or as an 
alternative solution to provide some consistent information 
whenever the GC is unavailable. The paper also examines and 
investigates performance of the neural network model based 
on training parameters and model structure. As stated, 
network architecture determines the number of connection 
weights and the way information flows through the network 
[4].  Thus, network architecture selection is an important set 
of tool for neural network modelling..  

II. METHODOLOGY 
Data from a chemical plant were gathered and analyzed. At 

this stage normalization and means of removal were 
performed to identify and justify the importance of each 
variable involved. Inputs and output are normalized to lie in 
between [-1 1]. The data is taken on 5-min basis for the 
duration of seven months. Data with timeout or behave 
irrelevant unlike the rest are filtered out. Data filtered is the 
data that is out of ranges or abnormal (timeout, zero reading). 
The total number of samples was 72,000 samples divided into 
seven months (January, February, March, April, May, June 
and July) with an average of 6,500 samples per month. As a 
typical approach the data will be divided into two sets: 
training and validation. 

Neural network was modelled using MLP with back 
propagation structure. Besides being the most common 
approach in NN, this function is preferred because it uses the 
output of the first iteration to train the network along with the 
inputs. Neural network models were found useful especially 
when there is a complex relationship between the system 
inputs and outputs. Different error measurements have been 
used by different researchers. In this paper, Root Mean Square 
Error (RMSE) is used to evaluate the training functions. 
RMSE is given as following: 
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N represents the number of data while yp represents the 

predicted output value and y is the current output for each 
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training and validation set. The smaller the RMSE the better 
the prediction model is. 

III. RESULTS AND DISCUSSION 

This section presents the results obtained and describes the 
methods used to obtain these results. The section is divided 
into two main subsections: Data Analysis and Neural 
Network.  

 

A. Data Analysis 
Model development was performed using five inputs: 

Hydrogen flow, Nitrogen flow, Propylene flow, Reactor 
Pressure and Reactor Temperature and one output: Propylene 
concentration. The data set experienced a number of processes 
such as normalization, correlation and means removal in order 
to have reliable and meaningful information to represent the 
right behaviour. The objective of data normalization is usually 
to allow meaningful comparisons of samples within the 
dataset [5]. All inputs are normalized to lie in between [-1, 1]. 
This is to overcome the circumstances that inputs and output 
variables span in different ranges. Correlation was performed 
in order to determine the input-output relationship. Input 
sensitivity is said to provide significant performance to the 
prediction result. The higher the correlation between the input 
and output will give higher sensitivity relationship between 
the two. A way to ascertain which factors are not most (and 
how well the network was trained) is also through the input 
sensitivity test as in [6]. Based on correlation coefficients the 
data in July it was found to have the strongest inputs-output 
relationship as indicated in Table 1. The weakest correlation is 
in January where most of the correlation coefficients values 
are less than 10%.    
 

TABLE I 
DATA CORRELATION COEFFICIENTS 

Month H 
Flow 

N   
Flow 

Propylene 
Flow 

Reactor 
Pressure 

Reactor 
Temperature 

Jan. 0.074 0.009 -0.077 0.119 0.017 

Feb. -0.08 -0.189 -0.152 -0.172 -0.155 

Mar. 0.196 -0.419 -0.712 -0.899 -0.706 

April 0.104 0.39 0.126 0.175 0.224 

May 0.565 0.437 0.427 0.047 0.676 

June  0.046 0.436 0.675 -0.565 0.427 

July -0.33 0.451 0.7206 0.715 -0.931 

 
Thus, based on Table 1 the July data was chosen to develop 

the neural network model since it has the strongest inputs-
output relationship. It has 8639 samples which have been 
divided into training set with 6000 samples and 2639 samples 
for model validation or verification activities. The training 
aims to minimize the error of the network output with regard 
to the input-output pattern of the training data set. As stated in 
the literature, during the training, the network recognizes the 
input-output pattern, computing the gradient and updating the 

network weights and bias [7]. At later stages, the rest of the 
month’s data was used to test and check the reliability and 
robustness of the developed model. There are a few 
parameters investigated in developing the model and were 
considered in order to optimise the performance.  

B. Neural Network 
The type of problem amenable to solution by a neural 

networks is defined by the way the networks work and the 
way those networks are trained. Neural networks work by 
feeding in some input variables, and producing some output 
variables. Neural networks can therefore be used where one 
have some known information, and would like to infer some 
unknown information [8], [9].  

Neural network modeling was used here to get the most 
accurate prediction result possible. Fig.1 below shows the 
structure of the network used whose inputs are reactor 
temperature, reactor pressure, N2 flow, H2 flow and Propylene 
flow and the output (target) is Propylene concentration. The 
network has three main layers, input layer with 5 neurons, 
output or target layer with one neuron and hidden layer with 7 
neurons. This will be further discussed later. 

Fig.1 Neural Network model 
 

In artificial neural network (ANN), the fundamentals of 
neural network concepts in developing a neural network 
model which will determine the reliability and robustness of 
the system is the most vital part. These parameter selections 
will actually affect the neural network presentation and 
improve the performance. The idea of this paper is to 
investigate and determine some parameters such as learning or 
training algorithm, the activation function, the training and the 
number of neurons.  

Table 2 shows the number of learning algorithms used and 
their respective RMSE values. Based on the result obtained, 
Levenberg-Marquardt (LM) algorithm which has the least 
RMSE values of training and validation is chosen to train and 
validate the model. 

 
 
 
 

World Academy of Science, Engineering and Technology
International Journal of Chemical and Molecular Engineering

 Vol:5, No:10, 2011 

890International Scholarly and Scientific Research & Innovation 5(10) 2011 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
he

m
ic

al
 a

nd
 M

ol
ec

ul
ar

 E
ng

in
ee

ri
ng

 V
ol

:5
, N

o:
10

, 2
01

1 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

18
.p

df



 

 

TABLE II 
TRAINING FUNCTIONS RMSE 

Training 
Function/Algorithm 

RMSE 

Training Validation 

Levenberg-
Marquardt 3.46 1.778 

Batch Updates 6.14 13.65 

BFGS Quasi-
Newton 28.2 32.58 

Bayersian 
Regularization 2.31 22.50 

Conjugate Gradient 
Backpropagation  3.08 28.12 

Conjugate Gradient 
Backpropagation 
with Polak-Ribiére 

8.15 27.21 

Gradient Descent 18.20 16.07 

Gradient Descent 
and Adaptive 
Learning 

29.78 25.67 

 
To improve the output result further, the number of hidden 

layer neurons is to be decided. Usually, neural network will 
have 3 main layers. It can have more hidden layers depending 
on the complexity of the problem. The proposed network in 
this paper has three layers as shown earlier in Fig.1: input 
layer with five numbers of neurons representing the model 
inputs, output layer with one neuron representing the output 
and hidden layer with 7 neurons. The number of hidden layer 
neurons to be determined is based on trial and error. Table 3 
below shows the different RMSE values for different number 
of neurons in the hidden layer.  

 
TABLE III 

SELECTION OF NEURONS NUMBER 
Number of 

Hidden 
layer 

Neurons 

2 3 6 7 11 15 20 

Training   1.596 1.531 1.520 1.460 1.560 1.531 1.531 

Validation 1.798 1.299 1.289 0.768 0.791 1.299 1.299 

 
Table III also shows that as the number of neurons 

increases, the RMSE value for training and validation data set 
decreases. After it reaches the optimum number of neurons, 
the RMSE value starts to increase again. From the result it can 
be said that the hidden layer with 7 neurons is adequate for the 
model to predict the output clearly. 

Moreover, one needs to choose the activation functions to 
calculate a layer's output from its net input. Log-sigmoid 
transfer function Logsig e.g. would give a range of 0 to 1 
while hyperbolic tangent sigmoid transfer function tansig 
range is between -1 to 1. Tansig was chosen here so that 
output range would be within -1 to 1. This is besides its more 
adequate result. Fig. 2 and Fig. 3 show the performance of the 
trained network using July Month data. 
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Fig. 2 Training data with RMSE = 1.46 
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Fig. 3 Validation set with RMSE = 0.768 
 

To ensure good performance of the developed model, 
January month’s data with 6000 samples was used to test the 
model. As discussed previously, based on correlation 
coefficients January month data was found to have the 
weakest relationship between input and output. Thus, the 
result should point out whether or not the developed model is 
vigorous enough to handle such variation. Fig. 4 represents 
the network performance and Table 4 shows RMSE values of 
neural network model. As indicated the RMSE value for this 
exercise is approximately three times higher than the RMSE 
value for validation. However it is believe that the value was 
within an acceptable range considering that the relation 
between input and outputs was unconvincing. Fig. 4 also 
managed to highlight on how accurate the model predicts in 
terms of direction of the deviation between predicted and 
actual responses. 
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Fig. 4 Testing performance with RMSE = 2.478 
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TABLE IV 
TRAINING FUNCTIONS RMSE 

 RMSE  
Training  Validation  Testing 

Neural 
Network 

1.46 0.768 2.478 

 
In order to get an overall insight of the performance of the 

developed model, more simulation tests were performed 
utilizing the remaining data (February, March, April, May and 
June). Again the idea is to investigate the absolute fit of the 
model to observe the closeness of the actual data points to the 
model’s predicted values.  
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Fig. 5 February Month with RMSE  = 1.253 
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Fig. 6 March Month with RMSE  = 0.0888 
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Fig. 7April Month with RMSE  = 0.42096 
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Fig. 8 May Month with RMSE  = 2.831 
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Fig. 9 June Month with RMSE  = 0.0063 
 

It can be noticed that RMSE of January month with the 
weakest correlation performs better than May month data, this 
is because of the nature of May data which has high variability 
compared to January data due to plant process errors. The 
model could maintain the accurate performance, though. 

 
Table 5 summarizes the RMSE values of February, March, 

April, May and June months 
 

              TABLE V 
 TRAINING FUNCTIONS RMSE 
 

Month 
 

RMSE Values 
 

Feb 1.253 

March 0.0888 

April 0.42096 

May 2.831 

June 0.0063 

 
From the obtained results, it can be seen that neural 

network developed model can predict the output of GC with 
high accuracy depending on the inputs of the sample. 
Moreover, the high variation of the inputs did not significantly 
affect the output of the model as shown in Fig. 5, 6, 7, 8 and 
9. The model could show the concentration of the Propylene 
with maximum RMSE of 2.8 which it is believe to fall within 
the acceptable range of such operations. 
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IV. CONCLUSION 
Based on the study above, the possibility of using neural 

network for predicting the output of Gas Chromatography was 
explored. More than 42,000 samples of GC analyzer data with 
high performance variation were used to validate the neural 
network model. This software model depends on inputs data 
of process to predict accurately the respective output within 
acceptable range of RMSE value +/- 3 for similar process. It is 
concluded that the developed reliable neural network model 
can be used as an alternative whenever GC is unavailable. It 
can also be part of the system verification on the performance 
of the GC for preventive maintenance. This model can 
improve system’s efficiency and lower down the overall 
process cost. 
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