
 

 

 
Abstract—One of the most common chronic diseases in the world, 

diabetes is brought on by insufficient insulin production by the 
pancreas or by inefficient insulin utilization by the body. The disease 
is linked to the interplay of lifestyle, behavioral and medical 
circumstances, demographics, and genetic risk factors. Early disease 
detection is crucial for helping medical professionals with diagnosis or 
prognosis as well as for creating a successful preventative strategy. 
Machine learning techniques are utilized for this purpose in order to 
identify diabetes from medical records. Finding the characteristics or 
features that provide the best prediction of classification for diabetes 
detection is the aim of this study. The performance of each feature is 
compared using the linear discriminant analysis and k-nearest neighbor 
classifiers. The feature that yields the best classification results has 
been determined. 

 
Keywords—Diabetes, relief feature selection, k-nearest neighbor 

classifiers, lenear discriminant analysis.  

I. INTRODUCTION 

EREDITARY and chronic illnesses pose a global hazard 
to public health. One of these conditions is diabetes, a 

long-term metabolic illness that affects people and raises blood 
pressure and blood sugar levels. Diabetes can seriously harm 
(or even kill) key organs, including the kidneys, heart, and 
nerves, if it is not identified early and treated properly [1]. The 
disease can have long-term consequences, including 
cardiovascular dysfunction, cerebral vascular disease, joint 
failure, sexual dysfunction, and renal and retinal failure [2]. 
Diabetes continues to be a serious health issue in most nations, 
despite advancements in technology and medicine. Regardless 
of income level, 578 million people worldwide are expected to 
have diabetes by 2030 and 700 million by 2045 [3], [4]. 
Effective diabetes therapy depends heavily on early diagnosis, 
as it does for most chronic illnesses. Studies reveal that the 
probability of recovering from the illness is directly correlated 
with the early diagnosis [3]. Once more, early diagnosis of 
conditions like diabetes is now feasible and can be completed 
more quickly and affordably because of technological 
advancements. AI and machine learning technologies are 
making it feasible to extract reliable information from medical 
data, which includes disease diagnosis [5]. These automated 
support systems help lower the incidence of disease and 
enhance quality of life while giving medical personnel more 
time and attention. 

Various studies are being conducted to detect diabetes from 
medical data using machine learning models. Katarya et al. [6] 
employed ML approaches using the Python data deployment 
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tool to predict the outcomes and risk factors in the Pima Indian 
diabetes dataset. Six machine learning models were used in the 
study: gradient boosting, Support Vector Machines (SVM), 
Decision Tree (DT), Logistic Regression (LR), k-Nearest 
Neighbor (k-NN), and Random Forest (RF). Through 
investigation, it was shown that RF outperforms other methods 
with a recall of 76%, an area under the ROC curve (AUC) of 
83, an accuracy of 84%, a precision of 83%, and an f1-score of 
86%. A framework consisting of a DT, a SVM, and the authors' 
original twice-growth deep learning network was presented by 
Olisah et al. [7]. They used polynomial regression and Pearson 
correlation to choose important features. Next, grid-search 
hyperparameter tweaking and stratified k-fold cross-validation 
were used to assess the model's performance. Using two 
datasets—the Pima Indian Diabetes data and the early-stage 
diabetes risk prediction—the previous researchers [8] 
developed a model for diabetes prediction. Several models, 
including Naïve Bayes, k-NN, DT, LR, RF, SVM, AdaBoost 
classifier, Gradient classifier, and extra tree classifier, are used 
to detect diabetes. With an accuracy of 86% for the Pima Indian 
dataset, the Super Learner Classifier model is the most accurate 
of the several suggested techniques. For the purpose of early 
diabetes prediction, a fine-tuned multilayer perceptron (MLP) 
was proposed by [9] considering the good performance of MLP 
in healthcare and its effectiveness in predicting diabetes 
complications. There are three primary steps in the suggested 
approach. Firstly, the sigmoid activation function is applied to 
the layer outputs and the initial weights to determine the output 
layer output. Second, at the hidden layer level, the inaccuracy 
of all hidden units is determined. Lastly, to minimize network 
mistakes, all network weights are modified backwards. The 
effectiveness of the fine-tuned MLP was compared to that of 
several different machine learning techniques, including K-
mean, fuzzy c-means clustering (FCM), ANN, and 
convolutional neural network (CNN). Out of all the comparing 
approaches, the fine-tuned MLP showed the best performance 
for early diabetes prediction. To develop and trace predictive 
machine learning models, [10] employed LR, SVM, boot 
gradient methods, Naive Bayes, RFs, closest K neighbors. The 
best prediction models were found to be learning-based models 
from RF forecasts and booting gradients, with predictive 
capabilities of 86.28% and 86.29%, respectively. Tasin et al. 
[11] focus on insulin characteristic prediction with a semi-
supervised model with high gradient boosting in order to 
address the imbalance between classes. Methods like Adaptive 
Synthetic (ADASYN) sampling and the Synthetic Minority 
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Over-sampling Technique (SMOTE) are applied. With an 
XGBoost classifier, the proposed method achieved the 
maximum accuracy of 81%, an AUC of 0.84, and an F1 score 
of 0.81, demonstrating the effectiveness of gradient boosting in 
handling skewed data distributions. Regarding performance 
analysis, Lyngdoh et al. [12] investigated five supervised 
machine learning algorithms to estimate the risk of diabetes. 
The accuracy of the KNN classifier increased to up to 76% 
when all known risk indicators were consistently included. This 
result emphasizes how important thorough feature selection is 
for creating prediction models. A diabetes detection method 
involving ensemble learning approach was proposed by 
Rupapara et al. [13]. They used a publicly accessible dataset 
(Pima India) in their investigation. They also used eight 
different machine learning models to evaluate the system's 
efficacy. They used Chi-2, Principal Component Analysis 
(PCA), and the original features in a variety of experiments. The 
findings show that Chi-2 characteristics perform better than 
other features, and the suggested tri-ensemble model achieved 
an 85% accuracy rate in predicting diabetes cases. The goal of 
Butt et al.'s [14] machine-learning strategy was to identify and 
classify diabetes in its early stages. Additionally, they 
suggested a fictitious Internet of Things (IoT)-based system for 
tracking blood glucose (BG) levels in both diabetic and healthy 
people. The classification of diabetes required the application 
of MLP, LR, and RF. They used linear regression, moving 
average (MA), and long short-term memory (LSTM) 
approaches for predictive analysis. The MLP model produced 
an 86.08% classification accuracy, while the LSTM model 
achieved an 87.26% prediction accuracy, according to the 
results. 

Diabetes prediction is carried out in [15] by identifying and 
utilizing significant features, as well as by examining the 
connections among various features. For diabetes diagnosis, 
clustering, prediction, and association rule mining are 
employed, while the principal component analysis approach is 
favored for identifying significant features. Based on the 
results, it can be concluded that diabetes is strongly correlated 
with both body mass index (BMI) and glucose levels measured 
using the apriori approach. K-means clustering, RF, and 
artificial neural networks are the classifiers used to predict 
diabetes. The artificial neural network approach yielded the 
highest accuracy value of 75.7%. The goal of another study [16] 
is to develop a model that can most accurately forecast the 
possibility of diabetes. Three machine learning classification 
algorithms— DT, SVM, and Naive Bayes —are included in the 
model that is being presented in order to identify diabetes early 
on. The Pima Indians Diabetes Database (PIDD), which is part 
of the UCI machine learning repository, is used to create the 
model. Accuracy, precision, F-measure, and recall metrics are 
employed in the performance investigation of the model's 
outputs. Both correctly and incorrectly identified cases are used 
to determine accuracy. When compared to the other algorithms, 
the classification accuracy achieved with Naive Bayes yields 
the best performance result, with the highest value of 76.30%. 
Additionally, Receiver Operating Characteristic analysis is 
used to analyze the results. Additionally, a model [17] is 

developed to predict if a patient has diabetes based on particular 
diagnostic parameters in the dataset. The study looks into 
several methods to increase accuracy and performance. The 
National Institute of Diabetes and Digestive and Kidney 
Diseases' PIDD and Vanderbilt's research of rural African 
Americans in Virginia are served as the two datasets utilized to 
evaluate the model. For feature selection, two distinct 
approaches are determined. LR and ensemble approaches, 
which are considered to improve performance by producing 
better predictions than a single model, are employed for 
classification. Compared to ensemble strategies like maximum 
voting and stacking, the best classification accuracy achieved 
with maximum voting was approximately 78% for dataset 1 and 
93% for dataset 2. In light of the claim that diabetes may be 
managed if it is identified early, a model aiming more accurate 
early diabetes diagnosis in a patient is offered in [18] using a 
variety of machine learning approaches. The dataset in the 
study is subjected to ensemble techniques and classification 
algorithms. RF, LR, DTs, SVM, gradient boosting, and k-NN 
are the classifiers. The results show that, in comparison to other 
techniques, the RF strategy yields a higher accuracy value of 
77%. Models for diabetes detection, which include four 
classification algorithms, are shown in comparison with two 
distinct datasets in [19]. These algorithms are RF, SVM, Naive 
Bayes, DTs (supervised learning algorithms) and k-means (an 
unsupervised learning algorithm). One of the datasets is 
obtained from Frankfurt Hospital in Germany and the other is 
PIDD, provided by the UCI machine learning repository. The 
performance evaluations of the classification algorithms are 
carried out with accuracy, F1 score, and recall methodologies. 
The most successful result obtained with the PIDD dataset is 
83.1% with the SVM algorithm. The Synthetic Minority 
Oversampling, Genetic Algorithm, and DT techniques are used 
in [20] to classify diabetes using the PIDD dataset. There are 
four steps in the suggested prediction model. Preprocessing is 
the initial step, which involves identifying outliers and 
processing missing values. The second step is the feature 
selection, where the most beneficial features are identified 
using a genetic algorithm and correlation. Training the 
suggested model is the third step. The classification accuracy, 
classification error, precision, recall, measure, and Area_ 
Under_ROC metrics are used to assess the outcomes in the final 
step. The suggested procedure yields an accuracy value of 
82.1256%. The greatest outcomes in terms of accuracy, 
classification error, precision, recall, measure, and 
Area_Under_ROC are 82.1256%, 17.8744%, 0.8070%, 0.8598, 
0.8326, and 0.8511, respectively. 

This paper presents an ML model that classifies diabetes data 
using the relief feature selection approach in conjunction with 
the k-NN and Linear Discriminant Analysis (LDA) 
classification methods. Using the relief technique, several 
feature sets are generated, and each feature set's effectiveness is 
evaluated using two distinct classifiers.  
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II. MATERIALS AND METHOD 

A. Relief Algorithm 

The Relief algorithm was first introduced by Kira and 
Rendell [21], [22] as a simple, fast, and effective way to weigh 
attributes. It was motivated by instance-based learning. The 
Relief algorithm outputs a weight for each characteristic, 
ranging from -1 to 1. Features with higher weights are 
considered more selective. 

By choosing an example from the data, the closest neighbor 
examples from the same class (nearest hit) and the opposite 
class (nearest miss) are located. When a class change coincides 
with an attribute value change, the attribute is weighted 
according to the hypothesis that the attribute change might be 
the reason for the class change. In contrast, an attribute's weight 
will decrease if its value changes, but the class stays the same 
because the attribute change has no effect on the class. This 
method is carried out either for every sample in the data or for 
a random selection of the samples to update the weight of the 
attribute. Subsequently, an average is calculated for each 
weight update, yielding a final weight that lies between [-1, 1]. 
Relief uses a probabilistic approach to estimate the attribute 
weight. According to the nearest hit and miss given, 
respectively, it is proportionate to the difference between two 
conditional probabilities, or the chance that the attribute value 
would change [23].  

B. Data Set 

The model in this study is validated using the PIDD [24]. 
This dataset contains information that can be used to determine 
if a patient has diabetes or not, including whether the patient 
has received a diabetes diagnosis. The number of pregnancies, 
age, skinfold thickness, blood pressure, insulin, BMI, diabetes 
pedigree function, and label data are all included in the record. 
Of the 768 women over 21 who have been observed, 500 do not 
have diabetes, and 268 have.  

C. Methodology 

The model comes with an application that integrates data 
preprocessing, feature extraction, and classification—the three 
fundamental elements of machine learning. Preprocessing is the 
first step in the procedure once the dataset is acquired. The 
original data are now examined for any mistakes or missing 
data. The relief process is then used four times for feature 
selection, resulting in the creation of four feature sets of varying 
sizes. The feature sets with varying sizes are referred to as k1, 
k2, k3, and k4. The success rates of the k-NN and LDA 
classifiers are assessed when each feature set is submitted to 
them. The method's flow chart is displayed in Fig. 1. 

Following the implementation of machine learning 
algorithms, a few tools are employed to assess the quality of the 
classification process in a number of areas. In machine learning 
research, these resources are gathered under the heading of 
performance evaluation metrics. Numerous indicators are 
employed in the research to evaluate and disclose the 
effectiveness of specific algorithmic components. Using 
distinct performance evaluation metrics or metric sets for 
various machine learning challenges has become essential if 

they are to be classified. Several standard measures were 
employed in this study to conduct a comparative analysis and 
gather useful data regarding the method's performance. These 
criteria used to assess the classification performance include f-
1 score, recall, accuracy and precision.  

D. k-NN Algorithm 

A fundamental machine learning technique for 
categorization tasks is KNN. The algorithm is initially created 
by Fix and Hodges in the early 1950s [25] and modified version 
of it is presented by Cover and Hart [26]. In order to predict 
new data points based on their similarity to existing data points 
in a feature space, the k-NN method needs access to a feature 
space that contains training data points. The algorithm 
calculates the distances between an unknown data point and the 
closest 'k' training data points, which are the number of data 
points chosen from the training dataset. It designates the new 
point to the closest majority class. The Euclidean distance (1) is 
typically the metric selected by the algorithm to compute the 
distance. The class determination model with the k-NN 
algorithm is illustrated in Fig. 2 for four training samples. 
Metrics of measurement like the Manhattan (2) and Minkowski 
(3) distances are also utilized for distance measurement [27]. 
The main steps of the k-NN algorithm: 
1. Ascertain what k is worth. 
2. Determine the separation between each training sample and 

the test sample. 
3. Sort the distance to get the k-neighbors that are nearest. 
4. Establish which category the closest neighbors fall into. 
5. As the new data object's predictive value, use the simple 

majority of the nearby neighbor’s category. 
 

𝐷 ൌ ඥ∑ሺ𝑥 െ 𝑦ሻଶ                                    (1) 
 

𝐷 ൌ ∑|𝑥 െ 𝑦|                                       (2) 
 

𝐷 ൌ ሺ∑|𝑥 െ 𝑦|ሻ
ଵ ൗ                                     (3) 

 
where x and y stand for the point coordinates and d for the 
distance between two points. 

The number of nearest neighbors used in the k-NN algorithm 
has a significant impact on classification accuracy. Therefore, 
until the algorithm determines the most ideal k value for the 
dataset we are working on, it should be tried with various 
values. This is the k-NN algorithm's time-consuming and 
negatively expressed function, particularly when dealing with 
big datasets. It is fairly easy to implement and interpret, and the 
training time is minimal when the k value is set appropriately. 

E. LDA 

In 1936, Ronald Fisher [28] presented Linear Discriminant 
Analysis, a linear transformation approach for binary 
classification and dimensionality reduction. Projecting data into 
a reduced dimensional space that maximizes the inter-class 
variance and decreases the intra-class variation is the primary 
objective of this technique [29]. 
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Fig. 1 The method's flow chart 

 
LDA's basic concept is to project a high-dimensional space 

onto a line, with the goal of minimizing within-class variance 
and maximizing between-class variance (Fig. 3). The linear 
discriminant determines a weight vector 𝑤 that maximizes the 
Fisher criterion, which is as follows, in order to determine this 
projection [30]: 

 

𝐽ሺ𝑤ሻ ൌ
ሺ௪ఓభି௪ఓమሻమ

∑ሺ௬భି௪ఓభሻమା∑ሺ௬మି௪ఓమሻమ                         (4) 

 
The variances are represented by ∑ሺ𝑦ଵ െ

𝑤்𝜇ଵሻଶ𝑎𝑛𝑑 ∑ሺ𝑦ଶ െ 𝑤்𝜇ଶሻଶ, while the means of classes 1 and 
2 are denoted by 𝜇ଵ and 𝜇ଶ. We assume that the anticipated 
samples are represented as 𝑦ଵ  ൌ  𝑤்𝑥ଵ and 𝑦ଶ  ൌ  𝑤்𝑥ଶ. The 
Fisher criterion can be expressed as a function of w using these 
equations as follows [24]: 

 

𝐽ሺ𝑤ሻ ൌ ௪ௌಳ௪

௪ௌೢ௪
                                          (5) 

 

where 𝑆௪ quantifies the within-class scattering and 𝑆 
quantifies the distance between the mean values of two classes. 
Then, using the prior equation, the generalized eigenvalue 
problem can be solved to determine its maximum [24]: 

𝑆𝑤 ൌ 𝜆𝑆௪𝑤                                        (6) 
 
In this case, 𝑤 stands for the set of eigenvectors, and 𝜆 for 

the eigenvalues. The eigenvectors are sorted from largest to 
smallest based on their eigenvalues to form the weight matrix 
W, which represents the new area to which the data is projected. 

Finding linear combinations of independent variables that 
permit the identification of classes is the goal of the 
classification technique known as LDA. It entails recognizing 
characteristics exclusive to particular classes. The LDA model 
makes the assumption that each class's data have identical 
covariances and are normally distributed. The model relies on 
locating a plane surface with dimensions of n-1 in an n-
dimensional space [31]. 

In Fig. 3, LDA's basic concept is to project a high-
dimensional space onto a line. a) A sample of the dataset is 
represented by each point in the picture. Class information is 
shown by the red and blue points. When both classes are 
projected onto the y-axis, the distribution of class data is 
displayed in the figure. Although the classes have a lot of 
overlaps and are challenging to successfully separate, this 
projection adds some separability to the distribution of classes. 
b) The projection axis with much higher separability as 
measured by LDA is depicted in the figure. The greatest 
classification rate is thus attained by optimizing the distance 
between the class distributions. 

F. Accuracy 

It is the main or most widely used assessment statistic for 
assessing an algorithm's performance. Its definition is the 
proportion of accurately categorized data items to all 
observations (7). It may not be the best performance metric in 
some circumstances, such as when the dataset is uneven. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ ሺ்ା்ேሻ

ሺ்ା்ேାிାிேሻ
                              (7) 

 
 

 

(a)                                                                        (b)                (c) 

Fig. 2 k-NN process steps: (a) two-class data and the data to be categorized; (b) measuring the distance between the samples; (c) choosing the 
nearest k values for the choice; for this example, k = 4 [32] 
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(a) (b) 

Fig. 3 LDA's basic concept is to project a high-dimensional space onto a line: (a) The projection with little separability, (b) The projection with 
much higher separability [33] 

 
G. Precision 

It displays the proportion of discovered data items that are 
relevant or the proportion of observations that the algorithm 
anticipated to be positive that are in fact positive. The precision 
can be calculated by dividing the total number of false positives 
and true positives by the number of true positives (8): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
்

ሺ்ାிሻ
                                  (8) 

H. Recall 

It gives an indication of the proportion of truly positive 
observations that the algorithm accurately predicted. The recall 
is the number of true positives divided by the total of true 
positives and false negatives (9): 

 

𝑅𝑒𝑐𝑎𝑙𝑙 ሺ𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦ሻ  ൌ  
்

ሺ்ାிேሻ
                   (9) 

 
where FP is a false negative, TN is a true negative, FP is a false 
positive, and TP is a true positive. 

I. f1 Score 

The f-score, also called the f-measure, is a metric used to 
assess an algorithm's performance that combines precision and 
recall. The f-measure is the harmonic mean of precision and 
recall (10): 

 

𝑓 െ 1 ൌ  ଶ∗௦∗ோ

௦ାோ 
                      (10) 

III. RESULTS 

80% of the dataset is used for training, while 20% is used for 
testing. Training and test data are used in the successive 
procedures described in the preceding section. The relief 
method generates four feature sets, which are then assessed 
using k-NN and LDA classifiers, in that order. Tables I and II 
display the performance values for each feature set and 
classifier. Figs. 4-7 provide comparative graphs of each 

performance metric for the two classifiers.  
 

 

Fig. 4 LDA and k-NN classifier's accuracy scores for each feature set 
 

 

Fig. 5 LDA and k-NN classifier’s precision values for each feature 
set 

 
In the proposed work, an artificial intelligence framework is 

provided to forecast diabetes illness. A model that classifies 
patient data as abnormal (not healthy, i.e., having diabetic 
disease) or normal (healthy) is presented. The suggested 
approach uses a relaxation algorithm in conjunction with a 
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feature selection procedure to estimate diabetes risk using the 
feature data from the PIDD. 

 

 

Fig. 6 LDA and k-NN classifier’s recall values for every feature set 
 

 

Fig. 7 LDA and k-NN classifier’s f-1 score values for each feature set 

IV. CONCLUSION 

High blood sugar levels in the body cause diabetes, one of 
the deadly and chronic diseases that impact many organs and 
systems. The illness impairs the pancreatic production of 
insulin and results in malfunctions in the kidneys, heart, eyes, 

and neurological system. Appropriate therapy depends on early 
detection; hence, it is critical to design and develop efficient 
diagnostic instruments. Machine learning algorithms are 
utilized in the medical field to diagnose and detect problems in 
patient records. 

 
TABLE I 

CLASSIFICATION RESULTS FROM RELIEF + K-NN APPROACH 
Relief feature 

package
k value 

for k-NN
Accuracy Precision Recall 

f-1 
score

k1 9 77.68 79.49 89.85 84.35 

k2 13 80.58 82.67 89.85 86.11 

k3 43 83.49 83.33 94.20 88.43 

k4 25 84.47 83.54 95.65 89.19 

 
 

TABLE II 
CLASSIFICATION RESULTS FROM RELIEF + LDA APPROACH 

Relief feature package Accuracy Precision Recall f-1 score 

k1 81.55 82.05 92.75 87.07 

k2 81.55 82.08 92.75 87.07 

k3 83.49 85.13 91.30 88.11 

k4 85.44 86.49 92.75 89.51 

 
TABLE III 

COMPARISON WITH EARLIER STUDIES 

 Method Accuracy

Alam et al. [28] ANN 75.70 

Sisodia et al. [29] NB 76.30 

Tigga et al. [30] LR 75.32 

Larabi-Marie-Sainte et al. [31] Reptree 74.48 

Rajendra et al. [32] Voting 77.83 

Alluri et al. [33] xgb 80.00 

Edeh et al. [34] SVM 83.1 

Azad et al. [35] PMSGD 80.70 

Barik et al. [36] XG Boost 78.26 

Rupapara et al. [13] LTC (ensemble) 85.00 

Proposed Relief + LDA 85.44 

 

 

Fig. 6 Comparison of all performance metric values of the LDA classifier according to the generated feature sets
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Fig. 7 Comparison of all performance metric values of the k-NN classifier according to the generated feature sets 
 

In the proposed work, an artificial intelligence framework is 
provided to forecast diabetes illness. A model that classifies 
patient data as abnormal (not healthy, i.e., having diabetic 
disease) or normal (healthy) is presented. The suggested 
approach uses a relief algorithm in conjunction with a feature 
selection procedure to estimate diabetes risk using the feature 
data from the PIDD. Using the relief method, four feature sets 
are generated from the raw data set. Then, they are assessed 
using k-NN and LDA classifiers comparatively. The most 
successful result is obtained with the combination of relief k4 
and LDA. 
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