
 

 

 
Abstract—Machine translation task of low-resourced languages 

such as Arabic is a challenging task. Despite the appearance of 
sophisticated models based on the latest deep learning techniques, 
namely the transfer learning and transformers, all models prove 
incapable of carrying out an acceptable translation, which includes 
Arabic Dialects (AD), because they do not have official status. In this 
paper, we present a machine translation model designed to translate 
Arabic multidialectal content into Modern Standard Arabic (MSA), 
leveraging both new and existing parallel resources. The latter 
achieved the best results for both Levantine and Maghrebi dialects with 
a BLEU score of 64.99. 
 

Keywords—Arabic translation, dialect translation, fine-tune, MSA 
Translation, transformer, translation.  

I. INTRODUCTION 

LTHOUGH it is known by its diglossia and ambiguity, the 
Arabic language today is making considerable progress in 

several areas of NLP, and especially machine translation. 
Generally, Arabic is divided into two large families: MSA 
which is the formal language used in education, governmental 
services and official documents and written literature, and AD 
which are the languages naturally spoken by Arabs. Over time, 
and as a mother tongue, AD become the main language used in 
all communications namely media, social networks and 
websites which leads to the need for automatic translation 
systems to facilitate the understanding of each dialect message. 

Chronologically, researchers began by setting up various 
systems of translation from MSA as a formal language into 
other languages such as English and French. Subsequently, new 
approaches that attempt to translate some varieties of AD into 
MSA, English, etc. have appeared. But we have not had models 
capable of jointly translating AD. 

AD differ from one region to another even within the same 
country, for example, in Tunisia, the southern dialect differs 
widely from the coastal dialect. The varieties and complexity of 
Arabic dialects made it very hard to build multidialectal 
translation models, hence the appearance of several researches 
that where focused on the translation of a simple Arabic dialect 
such as [14] and [1]. To overcome this problem, we must focus 
on the fact that such a geographical area has several terms in 
common, hence the possibility of treating AD collectively by 
groups: Gulf dialects, Levantine dialects, Maghreb dialects, and 
Egyptian dialect. 

Although the MSA is believed to be the mother language of 
AD, the latter present several differences at the semantic, 
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phonological and morpho-syntactic levels. Therefore, most 
machine translation systems designed for MSA cannot be easily 
adapted to AD and give low scores. This linguistic variation 
challenges the creation of automatic translation tools for AD to 
achieve better performance. 

The goal of the current work is to develop a high-level 
multidialectal machine translation system into MSA. For this, 
we built parallel resources that we have mixed with existing 
parallel corpora. Then, we developed three multidialectal MT 
models; the first translates the Levantine dialects into MSA, the 
second translates the Maghreb dialects into MSA and the last is 
the fusion of the above two models which translates collectively 
all dialects (Levantine and Maghreb) into MSA. In this paper, 
the proposed models involve the fine-tuning of T5X [23] and 
AraT5v2-base-1024 [19], which is the last version of AraT5 
transformer. The models were evaluated in two ways: on 
dialects included in the training dataset, and on a zero-shot 
translation between language pairs never seen explicitly during 
the training phase. All experiments showed significant results 
and revealed the effectiveness of the chosen approach. 

The rest of the paper is organized as follows: in Section II, 
we review related works in the literature evaluating transfer 
transformers in the machine translation field of AD. The 
external parallel data exploited to build and fine-tune the 
transfer transformers are described in Section III. Section IV 
presents the proposed multidialectal MT models and our 
different settings. We provide official results and evaluation on 
Section V. In Section VI, we summarize our proposed work. 
Finally, we conclude and we discuss future directions in Section 
VII. 

II. RELATED WORKS 

Machine translation is a challenging task for Arabic 
language, especially for AD, due to its complexity and the big 
differences compared to MSA. Based on the source and target 
language, we can classify the MT approaches into three main 
classes. The first approach focuses on translating AD into 
MSA; the second approach aims to translate from AD into other 
formal foreign languages such as English, while the last 
approach focuses on the interdialectal translation, whether 
directly or via an intermediary language. 

Attempts to translate AD started from classical system, 
namely rule-based approaches [16], [17], [25] and empirical 
approaches [8], [10], [18], to recent new systems based on 
transfer learning and fine-tuning of transfer transformers. 

rahma.boujelbane@fsegs.usf.tn, wiemderwich123@gmail.com, 
lamia.belguith@fsegs.usf.tn).  

Tahar Alimi, Rahma Boujebane, Wiem Derouich, Lamia Hadrich Belguith 

Fine-Tuned Transformers for Translating Multi-
Dialect Texts to Modern Standard Arabic 

A

World Academy of Science, Engineering and Technology
International Journal of Cognitive and Language Sciences

 Vol:18, No:11, 2024 

679International Scholarly and Scientific Research & Innovation 18(11) 2024 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
og

ni
tiv

e 
an

d 
L

an
gu

ag
e 

Sc
ie

nc
es

 V
ol

:1
8,

 N
o:

11
, 2

02
4 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
13

90
6.

pd
f



 

 

Despite the lack of a perfect model, approaches based on 
transformers are considered the most efficient and have 
significantly advanced the machine translation task. 

The weak point is that initially, the automatic translation 
models were based on monolingual corpora. To overcome this 
weakness, researchers built parallel corpora which represent a 
text in two languages, source and target [26], [10], [14]. The use 
of parallel resources optimized the results of the MT systems a 
little, but we still need a perfect automatic translation system. 
Over time, transformers, which are advanced models pretrained 
on a large huge of data, appeared to overcome all 
insufficiencies. The last transformers built for Arabic 
translation were pretrained on parallel corpora that cover both 
MSA and its dialect varieties such as AraT5v2-base-1024, 
which is an extension and an optimization of the Arabic text-to-
text transformer AraT5 [19]. Some researches tried to translate 
from a single dialect into MSA or English language. Reference 
[14] achieved a BLEU score of 60.00 in translating the Tunisian 
Dialect (TD) into MSA using a transformer model. Their model 
was trained on a corpus of 175K sentence pairs TD-MSA. 
Recently, [1] proceeded to translate the Omani dialect into 
English based on the transfer learning technique to adapt 
Marian NMT transformer [12]. Their model achieved a BLEU 
score of 9.88 on a test corpus of 87,200 posts. 

Although this type of translation model which takes Arabic 
dialect as a source language gives acceptable results, it suffers 
from its inability to adapt to another different dialect. Therefore, 
to compensate for this insufficiency, we resort to multidialectal 
translation models. In this context, several researches have 
addressed this subject using transformers based on Large 
Language Models (LLMs). Certainly, LLMs have improved 
significantly the quality of machine translation, for this, 
researchers have resorted to evaluating their performance on 
various data, especially Arabic multidialectal parallel corpora. 
Reference [13] conducted a research to evaluate Bard (newly 
renamed Gemini) [9] and GPT-4 [20] on machine translation of 
10 Arabic varieties (MSA and nine other Dialectal varieties) 
into English. The evaluation showed that GPT-4 outperformed 
Gemini on a manually parallel datasets with a gap of 2.35 points 
in BLEU scores. Reference [24] evaluated ChatGPT 
(ChatGPT-3.5 and ChatGPT-4) performance in translating 10 
English health queries into Tunisian and Jordanian AD. These 
last two researches mentioned above highlighted a critical 
shortcoming of ChatGPT, GPT and Gemini in dialect 
translation, hence, the need to create robust linguistic model. 
Similarly, [27] concluded that the rapid evolve of the NLP 
fields requires creating more robust models and techniques in 
Arabic dialect identification and machine translation. They 
evaluated AraT5 (base), AraT5 (base-1024) [19], and 
AraBART [7] transformers to translate four AD (Egyptian, 
Emirati, Jordanian and Palestinian) into MSA based on the 
MADAR corpus [5]. Despite the merger of the three models, 
the overall BLEU score did not exceed 13.43 on the test set. 

Reference [6] built a multidialectal translation model for four 
dialects into MSA based on the MADAR corpus [5]. This 
model, evaluated on 0-Shot learning (Emirati dialect) reached a 
significant BLEU score of 10.02. Reference [15] finetuned 

AraT5 transformer on four dialects (Egyptian, Emirati, 
Jordanian and Palestinian), and they achieved an overall BLEU 
on the Close dialect-MSA MT of 14.76. Reference [26] trained 
transformer-based models for MSA, Egyptian and Levantine 
dialects. They concluded that training the model on a corpus 
including different dialects greatly improves the translation of 
an unknown dialect. In addition, [2] proved the importance of 
using large-scale, dialect specific parallel corpora to reduce the 
effect of negative transfer from MSA caused by transformer-
based NMT. 

III. DATASETS 

Our approach aims to translate a message written in an 
Arabic dialect into MSA using a multidialectal translation 
system. For this, we treated two cases, the first focuses on the 
Levantine dialects, and the second concerns the Arab Maghreb 
dialects. For each case, we built parallel corpora for training and 
testing steps to fine-tune the transformers. 

A. Levantine Datasets 

We identified and made use of MADAR [5] and PADIC [18] 
parallel corpora from which we took a part of the Levantine-
MSA sub-dataset. The latter was merged with our own data to 
build a Levantine parallel corpus containing 31114 entries of 
which 5000 are intended for testing and the rest for training the 
model. The data collected covered the Palestinian, Jordanian, 
and Syrian dialects as summarized in Table I. 

 
TABLE I 

LEVANTINE PARALLEL CORPUS 

Dialect Train entries Test entries 
Palestinian 
Jordanian 

Syrian

3902 
6200 
16012 

1000 
2000 
2000 

Total 26114 5000 

B. Arab Maghreb Datasets 

In addition to the new gathered data, we collected parallel 
data from the existing resources namely the augmented corpus 
"corpusNorthAfrica" of [6], the Multidialectal Parallel Corpus 
Arabic (MPCA) of [4] and PADIC [18]. Our final Maghreb 
parallel corpus covered the Tunisian, Moroccan, Algerian, and 
Libyan dialects. It was divided into 30000 entries for the 
training phase and 8000 entries to test the model as shown in 
Table II. 

 
TABLE II 

MAGHREB PARALLEL CORPUS 

Dialect Train entries Test entries 
Tunisian 
Algerian 

Moroccan 
Libyan

8500 
8500 
8500 
4500 

2000 
2000 
2000 
2000 

Total 30000 8000 

C. Arabic Dialect Corpus 

As part of our contribution, we merged the two corpora 
mentioned above (Maghreb and Levantine corpora) in a single 
parallel corpus in order to use it in the evaluation phase. 
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TABLE III 
ARABIC DIALECT CORPUS 

Dialect Train entries Test entries 
Tunisian 
Algerian 

Moroccan 
Libyan 

Palestinian 
Jordanian 

Syrian 

8500 
8500 
8500 
4500 
3902 
6200 
16012

2000 
2000 
2000 
2000 
1000 
2000 
2000 

Total 56114 13000 

IV. FINE-TUNED TRANSFORMERS 

Given the impressive results returned by transformers in the 
field of NLP and particularly in the neural machine translation 
task, our approach focused on Arabic multidialectal translation 
into MSA. To guarantee an attractive result, we fine-tuned 
various transformer models on the same datasets described 
above. 

Our approach is based on two transfer transformers from the 
same family T5 which are T5X and the last updated version 
AraT5v2-base-1024. This choice is justified by the fact that 
T5X was considered an important achievement of the T5 
family. T5X is very fast and it combines pre-training and fine-
tuning to boost NLP performance but it was not pretrained on 
any Arabic dialect. AraT5v2-base-1024 transformer was 
trained on large and more diverse Arabic data including MSA 
and its dialects. 

 T5X 

T5X is a modular and high-performance open-source library 
for training, evaluating and inferring sequence models across 
many scales [23]. It is an improved version of the T5 text-to-
text transfer transformer architectures provided by [22]. T5X 
can be used for pre-training from scratch or to fine-tune an 
existing language model. It was pre-trained on a large amount 
of data and can handle various tasks such as translation. The 
main optimization compared to T5 model is that it allows model 
and data parallelism. In fact, it supports GPU and TPU 
acceleration, and it was well-optimized for TPU. 

 AraT5 

AraT5 [19] is a pre-trained model from the T5 family. It is 
an optimization of the multilingual transfer transformer mT5 
[28]. It focused on the Arabic varieties whether MSA or its 
dialects in various tasks including translation. 

We chose the last update of the latest version AraT5v2-base-
1024 which appeared just after the transformer AraT5-base. 
The feat of AraT5v2-base-1024 was that the sequence length 
was extended from 512 to 1024. Also, its last updated version 
was trained on large and more diverse data, and approximately 
10 times faster than its predecessor. 

The important thing in this study is that neither of the two 
models cited above was pre-trained on a parallel Arabic dialect-
MSA corpus. Hence, the need to train from scratches each 
model on a large amount of data and adjusting the hyper-
parameters to refine the quality of the returned results. 

This research is designed to use PyTorch to fine-tune two 
transformer models namely T5X and AraT5v2-base-1024. To 

ensure a logical evaluation of our experiments, we used the 
same hyper-parameters for all fine-tuned models as detailed in 
Table IV. The parameter settings have been fixed with the aim 
of achieving the best performance. In fact, both for input 
(Arabic dialect) and target (MSA) data, the maximum length is 
set at 128 characters, and the batch size is fixed at 32. As long 
as the learning rate is crucial in the training phase and it ensures 
rapid and stable convergence of the model, we set its value at 
2e-4 after several tests. In order to regularize the model and 
avoid overfitting, a value of 0.02 for the weight decay proved 
sufficient.  

For each model, although the results increased significantly, 
the number of epochs was set to 10 due to execution resource 
constraints. Since the used Seq2SeqTrainer will save the model 
regularly and our dataset is quite large, we preferred to save 
three checkpoints maximum. 

 
TABLE IV 

PARAMETERS OF THE FINETUNED LLM MODELS 

Parameter Value 

max __length 128 

batch_size 32 

learning_rate 2e-4 

weight_decay 0.02 

save_total_limit 3 

num_train_epochs 10 

V. EVALUATION AND RESULTS 

All models were evaluated using the BiLingual Evaluation 
Understudy (BLEU) metric [21], which returns an approximate 
degree of similarity between a machine-translated text and a 
reference translation [15]. Based on the BLEU scores returned 
on test datasets, we noted that the last updated version of 
AraT5v2-base-1024 outperformed the T5X model by a 
significant margin. Table V summarizes the returned BLEU 
scores in the 10th epoch, for the three studied cases: Levantine-
MSA, Maghrebin-MSA, and overall-MSA where overall 
signifies the fusion of the two first noted cases. 

 
TABLE V 

BLEU SCORES ON THE TEST DATASETS OF THE PROPOSED MODELS 

Model 
Training data Test set 

BLEU Maghrebi-MSA Levantine-MSA 

T5X 

X - 52.36 

- X 29.15 

X X 40.27 

AraT5v2-base-1024

X - 64.99 

- X 48.38 

X X 58.49 

 

The evaluation was made only on the AraT5v2-base-1024 
fine-tuned model for two reasons: the first is that it returned the 
best BLEU scores on the test dataset, and the second is that it 
belongs to the same family T5 as T5X and it is supposed to be 
the newest. 

A. Zero-Shot Learning 

Zero-Shot Learning (ZSL) is a technique where a model is 
tested on data on which it has never trained. In this context, and 
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in order to ensure the reliability of the best fine-tuned model 
(AraT5v2-base-1024), we tested it on a new dialect in each of 
the two studied groups of AD (Levantine and Maghrebi). For 
the Levantine dialect, we chose a test set of 2,000 sentences 
written in Lebanese dialect, while for the Maghrebin dialect, we 
tested the model on a Mauritanian dataset of 2,000 sentences. 
For the 0-shot, the model returned a low BLEU score of 21.93 
while translating from Mauritanian into MSA, and a closely 
BLEU score of 42.51 when translating from Lebanese into 
MSA. As shown in Table VI, these scores influence on the 
global rates for the three studied cases. 

 
TABLE VI 

COMPARISON OF ARAT5V2-BASE-1024 AND THE ZSL 

 Overall Maghrebi-MSA Levantine-MSA

AraT5v2-base-1024 58.49 64.99 48.38 

ZSL - 21.93 42.51 

B. Interlingual Translation 

We noticed that the transformers that we fine-tuned have not 
been pre-trained on parallel AD-MSA corpora, but they were 
based on X-MSA and AD-X parallel corpora where X 
represents a formal language. For this we opted for the back-
translation technique where the English was used as a pivotal 
language to evaluate the model that returned the best results 
(AraT5v2-base-1024). In fact, the translation was done in two 
stages: first we translated from Arabic dialect into English, and 
then we translated from English into MSA. 

As shown in Table VII, this interlingua approach failed to 
return significant result compared to the fine-tuned model 
AraT5v2-base-1024. 
 

TABLE VII 
COMPARISON OF ARAT5V2-BASE-1024 AND THE BACK-TRANSLATION 

 Overall Maghrebi-MSA Levantine-MSA 

AraT5v2-base-1024 58.49 64.99 48.38 

Back-translation 52.46 61.22 43.15 

C. Existing Tools 

In our study, we leveraged the capabilities of Sider translator, 
a multilingual web-based tool designed recently for multiple 
languages including AD. This translation tool was built based 
on: 
 ChatGPT-4 [20]: It is a large multimodal language model 

created by OpenAI. It was trained on a larger and more 
varied amount of data than its predecessor (ChatGPT-3.5) 
allowing it to provide more accurate and informative 
responses.  

 Claude 2 [3]: It is an assistant created by Anthropic 
Company founded by former employees of OpenAI. It is 
an advanced language model trained using constitutional 
AI. It also uses the web to perform real-time searches, 
enabling it to provide up-to-date information. 

 Gemini [9]: Formerly named Google Bard, it plays the role 
of an assistant during the process of translation based on a 
large language model developed by Google. 

The choice of the Sider translator tool is justified by the fact 
that it encompasses the more recent and stronger LLMs and 
models (GPT-4, ChatGPT-4, Claude 2 and Gemini).  

As shown in Table VIII, the obtained results reflect an 
enormous capability of fine-tuned AraT5v2-base-1024 model 
compared to Sider Translator in all cases despite a close BLEU 
score for the case of translation from Maghrebi dialects into 
MSA. 

 
TABLE VIII 

COMPARISON OF ARAT5V2-BASE-1024 AND SIDER TRANSLATOR 

 Overall Maghrebi-MSA Levantine-MSA

AraT5v2-base-1024 58.49 64.99 48.38 

Sider Translator 47.57 59.84 34.69 

VI. DISCUSSION 

Despite the emergence of several researches focusing on 
Arabic machine translation, there are few models focused on 
Arabic multidialectal translation into MSA. There is no doubt 
that LLM-based transformers have greatly and remarkably 
improved the quality of the retained results and especially for 
the monodialectal translation, but they require more 
optimization to adapt well to multilingual translation, and more 
precisely having perfect multidialectal translation model into 
MSA.  

The translation results of any model depend on the quality 
and size of the data, hence the obligation to carefully select the 
parallel training corpora and test datasets. In response, we 
propose a framework which showed its effectiveness in 
addressing the intricate challenges posed by Arabic 
multidialectal translation into MSA. Two large regional 
dialectal groups were considered in this work, namely 
Levantine dialects (Palestinian, Jordanian, and Syrian) and 
Maghrebi dialects (Tunisian, Algerian, Moroccan, and Libyan). 
We justify our choice by the fact that all researches conducted 
on monodialectal translation into MSA failed to retain good 
results when applied on other dialects. Although there are major 
differences between AD, we note a certain resemblance at the 
level of each region (Maghrebi, Levantine, Gulf, and Egyptian) 
[11]. 

The parallel corpora to be prepared must respect the nature 
and settings of the model to be finetuned. In this context, we 
chose two models from the T5 family: T5X and the last updated 
version of AraT5v2-base-1024. Unlike the second model, the 
first was not pertained on AD. Therefore, AraT5v2-base-1024 
achieved acceptable results, while T5X failed given the lack of 
sufficient data. For this reason, we tried to diversify the nature 
and sources of parallel data. We gathered data from various 
resources including those not used during the pretraining phase 
of the models. 

Another contribution of this study is the corpora size which 
directly influences the achieved scores. We remarked that the 
T5 family models (even the last version of AraT5v2-base-1024) 
were not pretrained on AD-MSA parallel corpora. Therefore, 
enlarging the datasets clearly improved the BLEU scores. For 
the two multidialectal translation tasks, Levantine-MSA and 
Maghrebi-MSA, AraT5v2-base-1024 outperforms T5X 
transfer transformer and returned BLEU scores of 48.38 and 
64.99, respectively. 

We evaluated the effectiveness of AraT5v2-base-1024 in 
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three cases. First, we fine-tuned the model on a single dataset 
by merging the Levantine-MSA and the Maghrebi-MSA 
parallel corpora. The model retained its capability and achieved 
an overall BLEU score of 58.49. In addition, we conducted a 
ZSL on each of the two region dialects using in each case a test 
set of 2,000 sentences. On Mauritanian dialect, it returned a low 
BLEU score of 21.93 due to the mixture of dialects (French, 
Hassaniya, etc.). This low score reflects its degree of similarity 
with Maghrebi dialects. While on Lebanese dialect, which is 
very close to the Levantine dialects, the achieved BLEU score 
was 42.51.  

Second, we focused on the fact that the fine-tuned model was 
pretrained on parallel AD-English and English-MSA corpora. 
For this, we carried out a multidialectal translation into MSA 
using English as a pivotal language. The translation process was 
done in two stages: Arabic multidialectal translation into 
English, then translation from English into MSA. 
Unfortunately, the model failed to exceed the BLEU scores 
achieved in the experiment phase, and it returned BLEU scores 
of 43.15, 61.22, and 52.46 against 48.38, 64.99, and 58.49, for 
Levantine-MSA, Maghrebi-MSA, and Overall-MSA, 
respectively.  

The third evaluation was an attempt to compare our model 
with open-source tools. We chose Sider Translator tool, which 
is based on three among the recent and strong LLMs and models 
(GPT-4, ChatGPT-4, Claude 2 and Gemini). Successively, 
Sider returned BLEU scores of 34.69, 59.84, and 47.57 against 
48.38, 64.99, and 58.49 for AraT5v2-base-1024, for Levantine-
MSA, Maghrebi-MSA, and Overall-MSA, respectively. 

This outperformance is due to the fact that the transformers 
are based on the multihead self-attention mechanism which 
allows the models to learn better, and therefore return better 
results. Moreover, we believe that our choice of varied and 
consistent training data strongly influences the quality of the 
retained results. 

VII. CONCLUSION AND FUTURE WORK 

Besides the lack of parallel resources which hinders the 
ability to effectively process Arabic multidialectal machine 
translation into MSA based on recent transfer transformers, 
particularly AraT5v2-base-1024, our study showed the 
sufficiency of these models against the back-translation and the 
open-source tools. Our efforts yielded notable strengths. Firstly, 
the grouping of AD by region has remarkably improved the 
quality of the obtained results. Additionally, a good choice of 
data, whether in terms of dialects or in quality and quantity of 
data, clearly influences on the retained results. Moreover, the 
parameter settings of the model are so important to increase the 
evaluation metric value.  

For future directions, an extension of additional AD will be 
considered to expand the ability of the model to translate any 
Arabic dialect into MSA. Additionally, these attractive results 
encourage us to move on to the understanding stage. 
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