
 

 

 
Abstract—With the increasing emphasis on water quality 

worldwide, the search for and expanding the market for new and 
intelligent monitoring systems has increased. The current method is 
the laboratory process, where samples are taken from bodies of water, 
and tests are carried out in laboratories. This method is time-
consuming, a waste of manpower and uneconomical. To solve this 
problem, we used machine learning methods to detect water pollution 
in our study. We created decision trees with the Orange3 software used 
in the study and tried to determine all the factors that cause water 
pollution. An automatic prediction model based on water quality was 
developed by taking many model inputs such as water temperature, 
pH, transparency, conductivity, dissolved oxygen, and ammonia 
nitrogen with machine learning methods. The proposed approach 
consists of three stages: Preprocessing of the data used, feature 
detection and classification. We tried to determine the success of our 
study with different accuracy metrics and the results were presented 
comparatively. In addition, we achieved approximately 98% success 
with the decision tree. 

 
Keywords—Decision tree, water quality, water pollution, machine 

learning. 

I. INTRODUCTION 

N many parts of the world, especially with the development 
of industry, water pollution is increasing. Industrial 

deterioration, waste and chemical pollution types that cause 
water pollution adversely affect human health [1]. For this 
reason, it is necessary to determine the factors that cause water 
pollution by constantly monitoring water resources. Analyzing 
the water, examining the water surface and coastal areas is very 
important today [2]. 

Chemical fertilizers, drugs, vegetable wastes, heavy metals, 
toxic substances, sewage waste, changes in the aquatic 
ecosystem and fuel consumption cause water pollution [3]. The 
purpose of our study is to detect water pollution, which 
adversely affects human health due to such reasons, with 
Machine Learning (ML) algorithms and to take the necessary 
precautions, because water pollution affects not only humans 
but also other living things. For example, plants may not receive 
the substances they need for photosynthesis. With the decrease 
in oxygen in the environment, living things in the seas may face 
the danger of extinction. The lives of fish and other sea 
creatures are at risk. Living things that feed on dirty water can 
invite viruses, bacteria and many microbes. This can cause 
many malignant diseases in both humans and animals. 

In addition, access to safe drinking water is essential for 
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health and is one of the basic human rights [4]. Dirty water is 
an important factor in the transmission of diseases such as 
cholera, diarrhea, dysentery, hepatitis, typhoid and polio. 
Inadequate and inappropriate water supply exposes individuals 
to serious health problems. Improved water supply, sanitation 
and proper management of water resources will not only 
increase the growth of countries, but also contribute to a great 
reduction in poverty [5]. 

Access to safe and easy water is important for public health 
[6]. Healthy drinking water should be odorless, colorless and 
clear. It should not contain disease-causing microorganisms. It 
should be sufficiently soft. It should not contain elements such 
as hydrogen sulfide, iron and manganese. There should be no 
harmful chemicals to health. The aim of our study is to 
investigate the factors that cause water pollution with ML 
algorithms in order to get rid of the destructive effects of water 
pollution, which harm all living things, and to analyze and 
evaluate the factors that cause water pollution to ensure that the 
necessary measures are taken immediately. One of the most 
important steps among the studies to prevent water pollution is 
to evaluate the water pollution event in a model. With the model 
we have created, it is aimed to reduce the destructive effects of 
water pollution on living things. 

II. RELATED WORKS 

Radhakrishnan and Pillai  presented a comparison of water 
quality classification models using Support Vector Machine 
(SVM), decision tree and naive Bayes ML algorithms [7]. 
Properties used to determine water quality are pH, dissolved 
oxygen (DO), biochemical oxygen demand (BOD) and 
electrical conductivity (EC). Classification models are trained 
based on the arithmetic water quality index (WAQQI). In the 
study, two data sets were taken into account for testing the water 
quality. The first data set belongs to the samples obtained from 
the Narmada River, consisting of 28 different water quality 
parameters. The second data set consists of combining the water 
quality values collected from certain regions of India and 
belonging to the past years; it contains eight different 
parameters. Both datasets are taken from the website of the 
Government of India. Two performance parameters are defined 
to compare the efficiency of the three algorithms; these are, 
balanced accuracy score and confusion matrix. Based on these 
parameters, Table I was obtained for two data sets. Based on 
the results obtained, the decision tree algorithm was found to be 
the most appropriate classification model. Naive Bayes, on the 
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other hand, was found to be unsuitable. 
 

TABLE I 
CONFUSION MATRIX 

Predicted 
Values 

Real Values 

True Positive False Positive 

False Negative True Negative 

 

Ragi et al. tried to determine the water quality using Artificial 
Neural Network (ANN) [8]. The method they propose 
eliminates the chemical method for assessing water quality 
parameters. At the same time, this model is cost-effective. This 
article uses known parameters such as pH, EC, TDS, and 
includes a method for estimating unknown parameters such as 
basicity, chloride, sulfate using the Levenberg-Marquardt 
algorithm, provided by the Pollution Control Board of India. 
From samples obtained from different regions, 876 values were 
used for each trait. The Levenberg–Marquardt algorithm 
proposed in the study is a mixture of the Gauss–Newton 
algorithm and the gradient decent method. The biggest 
contribution of this study to the literature is the preprocessing 
technique, in which many mathematical operations are used to 
find the best input combination to the neural network. This 
causes the accuracy value of the results obtained from the ANN 
to increase. 

Saghebian et al. present a quality estimation approach based 
on the United States Salinity Laboratory diagram from 
groundwater data from the agricultural districts of Ardebil 
province in the northwest region of Iran [9]. Performance 
evaluation is based on the number of correctly classified 
samples and kappa statistics. A decision tree-based approach 
has been found to be suitable for classification. Principal 
Component Analysis (PCA) was also used to identify important 
parameters for groundwater quality classification. EC and 11 
months of accumulated precipitation can be used to assess 
groundwater quality. With the developed model, other 
parameters can be ignored by only looking at these two 
parameters, thus reducing laboratory costs and shortening the 
time between sampling time and obtaining laboratory results. 
The Ardebil basin is located in the Ardebil province in the 
northwestern region of Iran. Since precipitation is one of the 
main feeding sources for this basin, monthly precipitation data 
have been determined as one of the main features in the 
estimation of water quality. For this reason, precipitation data 
between the years 1995-2010 were obtained from 34 rain 
stations through the Ministry of Energy of Iran. In addition, the 
15-year EC and sodium absorption rate (SAR) of 73 discharge 
wells in the same region were obtained to be used in the 
classification model. In other words, in this study [9], a total of 
two data sets were processed. In this study, a powerful, simple 
and applicable decision tree method has been developed for the 
classification of Ardebil's groundwater quality. This model was 
used with pre-measured hydrochemical data. Using this model, 
operators can determine the water quality class just by looking 
at two parameters. These parameters are EC and 11 months total 
precipitation data.  

Priyadarshini et al. used ML methods to reduce water 
pollution for sustainable urban development [10]. In this study, 

two approaches are proposed. In the first approach, Random 
Forest (RF), decision trees, SVM, and ANN methods were 
used, and in the second approach, they tried to find the pollution 
in sea water with these methods. The F1 approach is used as the 
accuracy metric. They also wanted to reduce water pollution 
with different analyses. 

Wu et al. used a real-time remote controlled multispectral 
unmanned aerial vehicle (UAV) to monitor changes in water 
quality [11]. They performed laboratory tests for measurement 
and sampling from the water. They separately observed four 
factors that determine water quality. They calculated the 
accuracy metrics of four water quality parameters using 
Extreme Gradient Boosting (XGB), RF and ANN ML 
algorithms. In their study, they obtained the trophic status from 
45 different points and tried to determine the most suitable 
model to show the changes in water quality according to the 
space. 

Hu et al. used an ensemble ML model to identify the main 
sources of nitrogen and phosphorus in the lakes [12]. They 
determined the water quality, environmental input and 
meteorological conditions in Taihu Lake using six ML 
techniques based on 13 years of historical data. The XGBoost 
model they used gave the most successful results for total 
nitrogen (TN) and total phosphorus (TP) estimation. The results 
show that lake TN is mainly affected by internal load and 
inflowing river water quality, while lake TP is mainly affected 
by internal sources. The U estimate is important for lake 
eutrophication control for both elements. 

III. METHOD 

A. Datasets 

The information about the dataset we used in our study is 
given below: 

The dataset contains the features described below for a total 
of 3276 different samples. According to these characteristics, it 
will be used to classify water as: Drinkable (1) or Non-
Drinkable (0). 

pH Value: The measure used to understand the acid or 
alkaline value of a substance is called pH. The pH of all 
nutrients and nutritional values is formed in the range of 0 to 
14. Nutritional values between 0 and 7 are called acidic, and 
nutritional values between 7 and 14 are called basic. The pH 
value of pure water is 7; that is, neutral. In the researches [5] 
and [7], it is mentioned that the pH value of water resources 
should be between 6.5 and 8.5. If the pH goes too far out of this 
range, this water may not be safe to drink and may pose some 
health risks. 

Degree of hardness: The hardness is due to the calcium and 
magnesium salts in the water. Although the degree of hardness 
of water has no known effect on human health, it is important 
to determine the hardness and, if necessary, remove it, since it 
causes the devices that use water to break down in the industry. 

Dissolved solids: Water contains various minerals such as 
potassium, calcium, sodium, bicarbonates, chlorides, 
magnesium, and sulfate. It has the ability to dissolve some 
organic minerals or salts, as these minerals produce an 
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undesirable taste and dilute color in the appearance of water. 
This is an important parameter for water use. Water with a high 
dissolved solids value indicates that the water is highly 
mineralized. The desired limit for CCM is 500 mg/l and the 
maximum limit is 1000 mg/l, which is recommended for 
drinking purposes. 

Chloramines: Chlorine and chloramine are the main 
disinfectants used in public water systems. Chlorination process 
is widely used in the treatment of drinking water, industrial 
water resources, pool water and wastewater. Chlorine levels of 
up to 4 milligrams per liter (mg/L or 4 parts per million (ppm)) 
in drinking water are considered safe. 

Sulfate: Sulfate ion is an ion that is very common in natural 
waters and its concentration varies from a few mg per liter to 
several thousand mg. The main sources of sulfate in 
groundwater are gypsum and anhydrite. Sulphate from natural 
sources can be found in water to a certain extent. However, 
excess sulfate in drinking water makes the water taste bitter and 
can sometimes cause stomach and intestinal problems. 

Conductivity: The conductivity of water depends on the 
dissolved ions in it. An increase in the conductivity of drinking 
water is a sign that the water is polluted, so the conductivity 
should not be above the established standards. In general, the 
amount of dissolved solids in water determines the EC. 
According to WHO standards, the EC value should not exceed 
400 μS/cm [5]. 

Organic carbon: Total organic carbon is a measurement of 
the amount of organic compounds present in a water sample. 
Organic carbon-containing components may be dissolved or 
undissolved in water as suspended solids or liquids. This 
organic matter can enter the water naturally and through man-
made sources/processes. 

Trihalomethanes: Trihalomethanes are compounds formed 
by chlorine with organic or synthetic substances during 
disinfection processes. The most well-known is chloroform. 
THM levels of up to 80 ppm are considered safe in drinking 
water [5]. 

Turbidity: The clarity of the water is important for domestic 
consumption and most production sites. The water we drink 
should be colorless. If there is coloration in the water, it means 
that there are some metal ions (such as iron, manganese, 
chromium, nickel) dissolved in the water. Suspended 
substances such as sand, organic and inorganic substances, 
soluble colored organic compounds, plankton and other 
microscopic organisms cause turbidity in water. According to 
the World Health Organization, turbidity should be less than 
5.00 NTU [5]. 

B. Method 

Orange3 software will be used in the analysis of the data set. 
Orange3 is a component-based visual programming software 
package used in the fields of data mining and ML, where we 
can create clusters, groups, classes with data, perform visual 
and statistical analysis, and create models. While making these 
analyses, structures called widgets of the Orange3 software are 
used. 

Orange3 consists of a canvas interface where the user places 

a widget and creates a data analysis workflow. Widgets can be 
used for reading data, displaying data table, selecting features, 
learning predictors, comparing learning algorithms, visualizing 
data items, etc. It provides basic functions; for example, the user 
can explore the visualizations interactively or feed the selected 
subset to other widgets. 

The decision tree method will be used in the classification of 
the data set. Decision trees classification is a classification 
method that creates a model in the form of a tree structure 
consisting of decision nodes and leaf nodes according to 
features and targets [14]. The decision tree algorithm is 
developed by dividing the data set into small pieces. A decision 
node may contain one or more branches. The first node is called 
the root node. A decision tree can consist of both categorical 
and numerical data [15]. 

Several advantages of the decision tree as a classification tool 
have been noted in the literature [16]: 
1. Decision trees are self-explanatory and easy to follow 

when compressed. In other words, if the decision tree has a 
reasonable number of permissions, it can be grasped by 
non-professional users. Also, decision trees can be 
transformed into a set of rules. Therefore, this 
representation is considered to be understandable. 

2. Decision trees can handle both nominal and numeric input 
attributes. 

3. The decision tree representation is rich enough to represent 
any discrete value classifier. 

4. Decision trees can handle potentially erroneous datasets. 
5. Decision trees are capable of processing datasets that may 

have missing values. 
6. Decision trees are considered a non-parametric method. 

This means that decision trees have no assumptions about 
the field distribution and classifier structure. 

7. When the cost of classification is high, decision trees can 
be attractive in that they only demand the values of features 
in a single root-to-leaf path. 

On the other hand, decision trees have disadvantages such as 
[17]: 
a) Most algorithms (like ID3 and C4.5) only require the target 

attribute to have discrete values. 
b) Because decision trees use the "divide and conquer" 

method, they tend to perform well if there are several 
highly relevant features, but less if there are many complex 
interactions. One of the reasons is that other classifiers can 
compactly describe a classifier that would be very difficult 
to represent using a decision tree. 

IV. EXPERIMENTAL STUDY 

The flow diagram of the application created in the Orange3 
tool is given in Fig. 1 [13]. The tools we used in our study are 
given in detail below: 

File: The file structure is given in Fig. 2. This allows the 
dataset to be loaded from a directory. This dataset can be in 
xlsx, csv, txt or URL format. With the widget, the features, 
types and roles in the data set can be displayed. 
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Fig. 1 Orange3 flow diagram 
 

 

Fig. 2 File structure 
 
 
 

There are 10 features and 3276 instances in our dataset. One 
of the properties is set to target. According to the potability 
value, it is determined whether the instance is potable or not. 

Data Table: Data table structure is given in Fig. 3. In a table, 
it shows the attributes and their values. When you click on it, 
the category information of the samples and the property values 
of each sample are displayed in the window that opens. 

Feature Statistics: The feature statistics structure is given in 
Fig. 4. It shows basic statistical information for data 
characteristics, which are: dispersion, mean, median, 
dispersion, min, max and missing values. By looking at this 
information, the features that we will remove from the data set 
or keep in the data set can be determined, and a new data set 
can be created with only these features. 

Rank: Rank structure is given in Fig. 5. It classifies the 
features in the data set according to the target class, using 
methods and scoring them from the most important to the least 
important. It disables features unimportant for the classification 
operation. 

Classification Tree: The classification tree structure is given 
in Fig. 6. It represents the decision tree algorithm. It allows us 
to divide our dataset into classes. 

Classification Tree Viewer: The classification tree viewer 
structure is given in Fig. 7. It is used to visualize classification 
and regression problems. 

 

World Academy of Science, Engineering and Technology
International Journal of Electrical and Computer Engineering

 Vol:17, No:10, 2023 

276International Scholarly and Scientific Research & Innovation 17(10) 2023 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 E
le

ct
ri

ca
l a

nd
 C

om
pu

te
r 

E
ng

in
ee

ri
ng

 V
ol

:1
7,

 N
o:

10
, 2

02
3 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
13

32
3.

pd
f



 

 

 

Fig. 3 Data table structure 
 

 

Fig. 4 Feature statistics structure 
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Fig. 5 Rank structure 
 

 

Fig. 6 Classification Tree structure 
 

 

Fig. 7 Classification tree viewer structure 
 

V. CONCLUSION 

Test and score: It tests algorithms with data. As an 
introduction, it takes the dataset, tests data (if any) and 
algorithms (Learner) and outputs the test results of the 
classification algorithms. Along with separate test data, 
different sampling methods can be used. The widget does two 
things. First, it provides a table of classification performance 
measures such as classification accuracy, area under the curve. 
Second, ROC analysis gives evaluation results from which the 
performance of classifiers can be analyzed by other widgets 
such as confusion matrix. Classification results are given in Fig. 
8. 

The widget supports various sampling methods: 
• Cross validation: Splits the data into a specified number of 

times (usually 5 or 10). The algorithm is tested by 
excluding samples from 1 layer at a time. The model draws 
conclusions from samples on other floors and the outside 
floor is classified. This process is repeated for all floors. 

• Attribute cross-validation: Performs cross-validation but 
multiples are defined by the categorical attribute selected 

from the meta-properties. 
• Random sampling: Randomly divides the data into the 

training and test set in the given ratio (e.g., 70:30); the 
whole procedure is repeated a certain number of times. 

• Exclude one: Excludes 1 sample at a time. The model 
draws a conclusion from the other samples and classifies 
the left-out sample. This method is powerful and reliable, 
but slow. 

• Test on train data: Uses the entire dataset for training and 
then testing. This method practically always gives false 
results. 

• Test on test data: The above methods use data from data 
signal only. If it is desired to select the test data from a 
different file or a different widget, the Separate Test Data 
signal is selected in the communication channel and the test 
on test data are used. 

The widget also calculates various performance statistics: 
• Area under ROC 
• Classification accuracy 
• F-1 
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• Precision 
• Recall 
• Specificity 
• Log-loss 
• Train-time 
• Test-time 

Confusion Matrix: Confusion matrices are given in Figs. 9-
11, which show the ratio of predicted and actual classes of data. 
It takes the results of the tested classification algorithms as 
input (usually from the Test & Score Widget) and outputs a 
subset of data selected from the confusion matrix. 

 

 

Fig. 8 Classification results 
 

 

Fig. 9 Confusion matrix 1 
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Fig. 10 Confusion matrix 2 
 

 

Fig. 11 Confusion matrix 3 
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