
 
Abstract—The COVID-19 crisis presents a substantial and critical 

hazard to worldwide health. Since the occurrence of the disease in late 
January 2020 in the UK, the number of infected people confirmed to 
acquire the illness has increased tremendously across the country, and 
the number of individuals affected is undoubtedly considerably high. 
The purpose of this research is to figure out a predictive machine 
learning (ML) archetypal that could forecast the COVID-19 cases 
within the UK. This study concentrates on the statistical data collected 
from 31st January 2020 to 31st March 2021 in the United Kingdom. 
Information on total COVID-19 cases registered, new cases 
encountered on a daily basis, total death registered, and patients’ death 
per day due to Coronavirus is collected from World Health 
Organization (WHO). Data preprocessing is carried out to identify any 
missing values, outliers, or anomalies in the dataset. The data are split 
into 8:2 ratio for training and testing purposes to forecast future new 
COVID-19 cases. Support Vector Machine (SVM), Random Forest 
(RF), and linear regression (LR) algorithms are chosen to study the 
model performance in the prediction of new COVID-19 cases. From 
the evaluation metrics such as r-squared value and mean squared error, 
the statistical performance of the model in predicting the new COVID-
19 cases is evaluated. RF outperformed the other two ML algorithms 
with a training accuracy of 99.47% and testing accuracy of 98.26% 
when n = 30. The mean square error obtained for RF is 4.05e11, which 
is lesser compared to the other predictive models used for this study. 
From the experimental analysis, RF algorithm can perform more 
effectively and efficiently in predicting the new COVID-19 cases, 
which could help the health sector to take relevant control measures 
for the spread of the virus. 

 
Keywords—COVID-19, machine learning, supervised learning, 

unsupervised learning, linear regression, support vector machine, 
random forest.  

I. INTRODUCTION 

HE WHO confirmed the latest coronavirus epidemic during 
the January 2020 World Health International Conference in 

Geneva. Since January 2020, Wuhan's new coronavirus (SARS-
CoV-2) has caused a global pandemic (COVID-19). COVID-
19's fast spread and lack of medicines and therapies impacted 
worldwide life; 120 million worldwide and 4 million UK 
residents have COVID-19; 2.5 million people died, 126,000 in 
the UK [24]. Novel coronaviruses have been studied 
theoretically and statistically lately and since COVID-19 
transmits from person to person, it is believed that ML-based 
digital components may help to forecast the COVID-19 
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epidemic and alert affected regions and help the retention of 
spreading it.  

The main aim of this research is to critically inspect the trend 
of COVID-19 cases within UK, to explore various ML models 
which may be applied for COVID-19 prediction. A comparative 
performance of RF, LR, and SVM models was evaluated based 
on the evaluation metrics. Also, the model accuracy depends on 
the quality of the dataset used and the effectiveness of the 
proposed models to predict the cases. To improve the model 
performance, ensemble learning technique has been used to 
train the multiple models and combine their predictions to make 
final prediction. 

II. LITERATURE REVIEW 

ML has lately earned popularity for constructing disease 
forecasting design due to the difficulty and huge existence of 
the issue in designing epidemiological models. While ML 
techniques have been employed to design preceding outbreaks 
(e.g., Ebola, cholera, swine fever, H1N1 influenza, dengue 
fever, Zika, oyster norovirus), there exists a discrepancy within 
literary works for peer-reviewed articles on COVID-19 [1]. 
Many other kinds of research have centered on assessing 
documents that debate the use of ML to support the COVID-19 
reactions. Authors in [3] recognized seven vital places where 
ML supervises and regulates the COVID-19 epidemic. In 
subsequent research, [2] expanded on such seven zones by 
recognizing and conducting a quick evaluation of the useable 
research. 

According to the authors of [4], the UK COVID-19 outbreak 
was predicted using an optimization-based approach and an 
updated version of SEIR model that accounts for vulnerable, 
susceptible, exposed, and recovered individuals. In [5], the 
authors reported that ML techniques can be used to predict the 
spread of COVID-19 both within country and across different 
countries. COVID-19 infections have been estimated by 
doctors at various levels, and various methods have been used 
to predict the severity of the disease, including clinical 
assessments, ICU grading, ML algorithms and deep learning 
models. Predictive models based on statistical analyses, CT 
scans, and symptoms have been used to anticipate the spread of 
COVID-19, as well as the risk of death and the potential for 
community transmission. However, clinicians are currently 
unable to accurately forecast the course of the disease.  
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In [6], a stochastic epidemic model was used to investigate 
the transmission of an illness over discrete time intervals using 
a binomial distribution. The National Health Commission of 
China has reviewed various models for predicting the spread of 
disease, including those described in literature. Reference [7] 
proposes a probabilistic pairwise comparison model to analyze 
the causes, epidemiology, and treatment of clinical illness, and 
suggests that immunization, isolation, and quarantine measures 
can reduce the overall sensitivity to the disease.  

The authors of [8] experimented with ML models to classify 
COVID-19 deaths. Other studies, such as [9] and [10], utilized 
various ML techniques to predict vaccine design and COVID-
19 forecasting, respectively. Exponential Smoothing (ES) was 
found to be a better performer than LR and SVM for forecasting 
COVID-19 [13]. Additionally, [11] and [12] conducted 
experiments on COVID-19 forecasting using different 
approaches, [14] developed an outbreak prediction system for 
10 countries, while [15] performed a similar growth prediction 
for India. In [16], ML techniques were applied to analyze trends 
in disease spread and identify contributing factors, which could 
help experts develop strategies to combat the pandemic. In [17], 
a research study delved into the utilization of machine learning 
(ML) algorithms. The outcomes highlighted that Support 
Vector Machines (SVM), and Random Forest (RF) attained the 
highest accuracies of 77.4% and 95.4%, respectively. These 
findings indicate that SVM and RF show great potential in 
effectively comprehending data and achieving remarkable 
accuracy for future predictions. The researchers in [18] 
proposed a hybrid approach for predicting COVID-19 cases 
using ML adaptive neuro-fuzzy inference systems and 
enhanced beetle antennae search swarm intelligence 
metaheuristics. The researchers [19] utilized time-series data 
from January 22, 2020, to January 25, 2021, and implemented 
a Long Short-Term Memory model with 10 hidden units to 
predict COVID-19 confirmed and death cases.  

In [20], the authors employed a range of computer vision 
techniques, including image classification, object detection, 

pattern recognition, and semantic segmentation. Their study 
aimed to achieve diverse levels of deep learning objectives to 
characterize the data. The study [21] demonstrates the potential 
of machine learning algorithms in analyzing and understanding 
sentiments and experiences related to the pandemic. This can 
be further extended to sentiment analysis of public opinions and 
emotions towards COVID-19 control measures, providing 
valuable insights into the effectiveness and acceptance of 
various strategies. Additionally, [22] emphasized that the 
utilization of intelligent tutoring systems can be explored to 
facilitate remote learning and provide personalized educational 
resources to students in the context of the pandemic, ensuring 
continuity in academic progress despite the challenging 
circumstances. 

III. EXPERIMENTAL STUDY 

A. Data Set and Pre-Processing 

The data containing COVID-19 information in the United 
Kingdom from 31st January 2020 to 31st March 2021 are 
obtained from the WHO. The dataset is preprocessed according 
to the study of active cases in the UK. However, several noise 
and inconsistencies were found in the dataset. Hence, filling in 
missing values, reducing noise when identifying outliers, and 
correcting data inaccuracies were carried out as part of the 
cleansing procedures [23]. The dataset is first practiced using a 
ML model. Then, the critical function is selected based on the 
forecast's relevance. Using the significant function, useless 
characteristics were removed as feature extracting.  

B. Data Visualizations 

When visualizing the data, several points were identified. 
Distribution of the number of new cases in the UK in Fig. 1 
shows that from Jan 2021, the number of daily new cases 
dropped significantly from more than 60,000 new cases 
recorded in January to less than 10,000 recorded in April. 

 

 

Fig. 1 Distribution of the number of new cases in the UK 
 

Fig. 2 illustrates that the number of death cases rose steadily 
from less than 50 death cases in March 2020 to more than 1200 

death cases in May 2020. After that, the trend started to fall to 
less than 50 death cases in September 2020. The highest number 
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of deaths ever was recorded in Jan 2021, and then decreased 
tremendously to below 50, which may be due to the current 
vaccination plan across the UK. Moreover, Fig. 3 shows the 
growth of different types of cases.  

Fig. 3 illustrates the pattern of confirmed cases in the UK 
from March 2020. However, the cases start to raise slowly from 

May 2020 with a sudden tremendous rise in the confirmed cases 
after November 2020. Fig. 3 also compares the new cases, total 
death and death cases during the period. Although a steady rise 
in confirmed cases has been noted, there is a constant pattern of 
COVID spread in the other cases. 

 

 

Fig. 2 Distribution of death cases 
 

 

Fig. 3 Growth of different types of cases 
 

C. Model Development 

Three methods of supervised classification were used in this 
experiment. They are SVM, RF, and LR, and they were tested 
to find the best model. Impurity-reducing properties are 
determined by the training.  

SVM classifier uses a hyper-plane to linearly separate the 
data using the linear kernel. The training and testing split is 8:2. 
Detecting COVID-19 is a high-priority issue; hence, the study 
aims for a hyperplane with a narrower margin of error. 

Random sampling and ensemble techniques are used in 
Random Forest (RF) to enhance prediction accuracy. In order 
to achieve a more robust model, two assumptions were made. 
Firstly, the dataset's target variable should consist of valid 
values to enable the classification algorithms to generate 
accurate predictions instead of relying on guesswork. Secondly, 

it is essential for the predictions to exhibit minimal correlation, 
from each tree within the ensemble. 

LR identifies the optimum path using one prediction. A line 
might link the predicted value to its predictor. While developing 
the model, few assumptions were made as the design must be 
suitable for multiple regression analysis, which requires one 
tool and linear connection should be effective in the model. 

IV. RESULTS AND DISCUSSIONS 

After splitting the cleaned dataset into 80/20 for training and 
test data, we have analyzed through three ML algorithms named 
as RF, SVM and LR to predict the new cases of COVID-19 
patients. In the context of predicting COVID-19 cases, a 
learning curve is used to visualize the relationship between the 
amount of training data used to build a predictive model and the 
model’s performance. It helps to identify the optimal amount of 
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training data needed to build a high performing model, as well 
as the point at which adding more data will no longer 
significantly improve the model’s performance.  

 

 

Fig. 4 Learning curve for RF model and SVM 
 

Fig. 4 illustrates the training error for the RF model. It is 
evident that the error is quite low, indicating that the RF model 
has effectively customized itself to fit the training data. This is 
a positive indication of the model's ability to learn from the 
training data. However, the low training error may also suggest 
that the RF model has little regard for data points outside of the 
training set, potentially leading to overfitting.  

 

 

Fig. 5 Learning curve for SVM model 
 

In the results of our analysis, we observed that the training 
error for the SVM model was moderately small. This suggests 
that the model successfully learned from the training data, 
displaying a moderate level of bias towards that specific data. 
Furthermore, the SVM model's capability to adapt to the 
training data implies a moderate level of performance on this 
dataset.  

 

 

Fig. 6 Learning curve for LR model 
 

We observed from Fig. 6 that the training error for the LR 
model was high. This indicates that the model is not able to 
effectively fit the training data, suggesting a high level of bias 
with respect to that set of data. The model's inability to tailor 
the training data effectively may impact its performance on 
unseen data, and further evaluation is necessary to assess the 
model's generalization ability.  

 

 
Fig. 7 MSE bar graph 

 
Mean Squared Error (MSE) is a common metric used to 

evaluate the performance of predictive models. The results from 
the MSE showed that the RF model had the lowest MSE among 
the three algorithms, with a value of 4058792.59. This indicates 
that the RF model had the highest prediction accuracy of the 
three models studied. On the other hand, the LR model had the 
highest MSE, at 61774693.57, suggesting the lowest predictive 
power among the algorithms studied. These findings suggest 
that the RF model may be the most suitable choice for 
predicting COVID-19 cases in this specific dataset. 

According to the results presented in Fig. 8, the RF model 
had the highest prediction accuracy, at 98.26%, followed by the 
SVM model with an accuracy of 90.69%. The LR model had 
the lowest accuracy, at 73.59%. These results suggest that the 
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RF model is the most effective at predicting future outbreaks of 
COVID-19 in the UK based on the data analyzed in this study. 
 

 

Fig. 8 Prediction accuracy of all models 
 

TABLE I 
TRAINING ACCURACY, PREDICTION ACCURACY AND MSE 

Model Training accuracy Prediction accuracy MSE 

RF 99.47% 98.26% 4.05e11

SVM 91.2% 90.69% 2.17e13

LR 89.23% 73.59% 6.17e13

 
Table I exemplifies the accuracy of the model after training 

and testing. The RF model performed well during model 
training with an accuracy of 99.47% and a testing accuracy of 
98.26%. On the other hand, the SVM and LR models achieved 
lower training accuracies of 91.2% and 89.23% respectively, 
with corresponding testing accuracies of 90.69% and 73.59%. 
From the evaluation metrics, RF has proven its robustness and 
accuracy especially when the data is noisy. RF is prone to less 
overfitting which is evaluated in this study from the MSE value.  

 

 

Fig. 9 RF model accuracy for n number of estimators 
 

Ensemble learning methods have been used to train multiple 
models and combine their performance for final prediction. As 
a result, complex patterns in the data are captured and lead to 
accurate predictions. Fig. 9 illustrates the accuracy of the model 
with n number of estimators, which is determined by the 

number of decision trees. As the number of decision trees is 
increased, the model performance is more accurate. In this 
study, for n = 30, the RF model has attained a highest 
percentage of accuracy. At some point, adding more decision 
trees will deteriorate the model performance. So, it is important 
to tune the model with right number of trees that gives accurate 
model performance. 

V. CONCLUSION AND FUTURE WORK  

In conclusion, the primary goal of forecasting the model in 
the context of COVID-19 is to aid in decision-making in the 
medical field. It is important to carefully define the targeted 
demographic and use a representative dataset to accurately 
evaluate the performance of a forecasting model. The results of 
this study showed that the RF model had the highest prediction 
accuracy of 98.26%, followed by the SVM and LR model. The 
lesser training error shows RF model is generalized well for the 
dataset used. The MSE for RF is much lesser than SVM and LR 
which enhanced the level of RF model performance for this 
study. 

To improve our analysis for future research, we will consider 
enhancing the data collection process based on the effect of 
factors such as temperature, humidity, terrain on the spread of 
COVID-19 in different cities within UK and prepare ML 
models. We plan to investigate the use of a diagnostic model 
based on deep learning techniques to predict COVID-19 using 
chest X-ray images. 
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