
 
Abstract—Breast cancer (BC) continues to be the most frequent 

cancer in females and causes the highest number of cancer-related 
deaths in women worldwide. Inspired by recent advances in studying 
the relationship between different patient attributes and features and 
the disease, in this paper, we have tried to investigate the different 
classification methods for better diagnosis of BC in the early stages. 
In this regard, datasets from the University Hospital Centre of 
Coimbra were chosen, and different machine learning (ML)-based 
and neural network (NN) classifiers have been studied. For this 
purpose, we have selected favorable features among the nine 
provided attributes from the clinical dataset by using a random forest 
algorithm. This dataset consists of both healthy controls and BC 
patients, and it was noted that glucose, BMI, resistin, and age have 
the most importance, respectively. Moreover, we have analyzed these 
features with various ML-based classifier methods, including 
Decision Tree (DT), K-Nearest Neighbors (KNN), eXtreme Gradient 
Boosting (XGBoost), Logistic Regression (LR), Naive Bayes (NB), 
and Support Vector Machine (SVM) along with NN-based Multi-
Layer Perceptron (MLP) classifier. The results revealed that among 
different techniques, the SVM and MLP classifiers have the most 
accuracy, with amounts of 96% and 92%, respectively. These results 
divulged that the adopted procedure could be used effectively for the 
classification of cancer cells, and also it encourages further 
experimental investigations with more collected data for other types 
of cancers. 

 
Keywords—Breast cancer, health diagnosis, Machine Learning, 

biomarker classification, Neural Network. 

I. INTRODUCTION 

C is a disease in which certain cells in the breast become 
abnormal and multiply uncontrollably to form tumors. BC 

is considered as a leading cause of death among women, and 
the second most diagnosed cancer worldwide [1]-[4]. 
According to reports and the World Health Organization 
(WHO), in 2020, there were over 2 million women diagnosed 
with BC and approximately seven hundred thousand died 
globally because of it [5], [6].  

BC screening is of great importance to follow the early 
diagnosis and may increase the likelihood of obtaining a good 
outcome in treatment [7]-[9]. One of the primal methods for 
early BC detection is the breast self-examination and finding 
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any abnormal masses [10], another traditional way is to collect 
a piece of tissue or a sample of cells from the area for testing 
and analyzing in a laboratory [11]. However, finding the BC 
biomarkers, and introducing of cheaper, more efficient, and 
noninvasive methods would be beneficial [12]. 

Biomarkers of the disease are being used in screening and 
diagnosis and monitoring of disease progression [13]-[16]. 
There have been many reports regarding potential candidates 
for BC biomarkers [17]-[22]. For example, it has been shown 
that the level amount of resistin and glucose as biomarkers are 
higher in women with BC [23], [24]. In [25] authors studied 
the correlation of resistin, and adiponectin with BC risk 
among 41 BC patients. They disclosed that high level of 
resistin and low level of adiponectin could be responsible for 
risk of BC. 

In another work [24], authors examined 150 women 
consisting of 82 BC patients and 68 healthy controls in the 
hospital to be able to investigate the links between the 
clinicopathological features and the BC risk. They adopted the 
enzyme-linked immunosorbent assay (ELISA) and found that 
serum resistin, leptin, adiponectin, and visfatin levels could be 
considered risk factors and biomarkers for BC. There is no 
doubt that assessment of data obtained from patient and doctor 
evaluation is the most valuable elements in diagnosis. 

Recently, applying statistical analyses like ML techniques 
have gained considerable attention in different areas [26], [27] 
and they have been used for the correct diagnosis and the 
classification of the BC dataset [28]. Data processing and 
classification seem to be imperative ways to classify datasets 
of patients into malignant or benign groups [29]-[32]. For 
instance, in [29], Random Forest and Genetic Algorithm (GA) 
methods were applied on the BC datasets from WDBC 
(Wisconsin Diagnostic Breast Cancer database). The authors 
selected features of BC and classified them with SVM 
method. 

Other scholars [33] used the breast cancer dataset from 
WDBC and emphasized that feature selection is a key role to 
build a BC classifier for the preventive diagnosis. In this 
regard, kernel-based Bayesian classifier was employed to 
select the BC features. In another survey [34], datasets from 
WDBC were utilized and seven deep learning-based 
techniques such as Long Short Term Memory (LSTM), and 
Gated Recurrent Unit (GRU) were used to analyze the dataset. 
The authors claimed that from performances, LSTM and GRU 
can provide useful results. Moreover, new datasets from blood 
analysis have been reported which was conducted in the 
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Gynaecology Department of the University Hospital Centre of 
Coimbra (CHUC) [35]. In this clinical dataset, nine features 
and characteristics such as age, body mass index (BMI), 
glucose, resistin etc. were gathered. The research group [36] 
used regression and SVM models to determine the presence of 
BC based on the acquired features. 

Motivated by the aforementioned dataset (CHUC), and by 
the high performance of ML based models in BC diagnosis, 
we have comprehensively studied different classifier methods. 
For this purpose, features have been selected carefully by 
utilizing Random Forest (RF), then selected features were 
used as input for classification by the DT, KNN, XGBoost, 
LR, NB, and SVM algorithms. Moreover, we have applied 
neural the network-based classifier (MLP-Classifier) to the 
dataset and the accuracy has been compared with other 
methods. 

The remaining part of the paper is oriented as follows. 
Section II outlines our method, presents the data we used, and 
discusses model training and performance evaluation. Section 
III represents the implementation and our main results 
analysis. Section IV discusses the results and draws some 
conclusions. 

II. MATERIALS AND METHODS 

Dataset 

The database used is the CHUC [35]. The dataset provides 
naïve data, i.e., collected before surgery and treatment. A total 
of 166 participants were enrolled, and several clinical features 
were measured, consisting of age, BMI, Glucose, Insulin, 
HOMA, Leptin, Adiponectin, Resistin, and MCP-1. It should 
be mentioned that 64 women with BC and 52 healthy 
volunteers were included in the present study.  

There are 10 predictors, all quantitative attributes, and a 
binary dependent variable, referring the presence or absence of 
BC (Labels: 1 = Healthy controls, 2 = Patients). The predictors 
are anthropometric data and parameters which were gathered 
in routine blood analysis.  

K-Nearest Neighbor 

The idea is to memorize the training set and classify a new 
data sample based on the labels of its nearest neighbors in the 
training set. Given a positive integer k (a hyper-parameter) 
and a test observation x0, the initial step of the KNN classifier 
involves finding a set of K points in the training data that are 
most similar to x0, denoted as N0. Subsequently, the classifier 
calculates the likelihood of class j by determining the 
proportion of points in N0 that have response values equal to j: 

 

P ሺY ൌ  𝑗 | 𝑋 ൌ  𝑥଴ሻ  ൌ  
ଵ

௄
∑ 𝐼ே

௜ఢ ேబ
ሺ𝑦௜  ൌ  𝑗ሻ  

 
where I is the indicator function, so that I = 1 when 𝑦௜  ൌ  𝑗. 
Finally, KNN applies Bayes rule and classifies the test 
observation x0 to the class with the largest probability. 

Selection of the most significant and informative features 
and removal of the remaining features (or in other words 
compression of original feature set to smaller set) are one of 

the most important tasks in design of the efficient 
classification model. 

Support Vector Machine 

SVM is widely used in biology, due to its high-speed 
accuracy in multi-dimensional space [37]. SVM finds the best 
hyperplane to classify data samples with different classes, also 
the parameters need to be tuned to obtain the most accurate 
results. Given a labeled  dataset, SVM finds the best 
hyperplane to classify data samples with different  classes. 
Different types of kernel functions have been developed for 
SVM classifiers, where some of the common ones are linear, 
Radial Basis Function (RBF),  polynomial, and sigmoid 
functions. For example, in the case of linear separating 
function, gሺxሻ  ൌ  signሺfሺxሻሻ where f(x) is the separating 
function; fሺxሻ  ൌ  𝜔்𝑥 ൅ 𝑏. Here, f(x) is a hyperplane, which 
can be used to separate data. 

Decision Tree 

A DT classifier is a decision support tool that uses a tree 
structure built using input features. The aim of this approach is 
to produce a tree-like structure for the inputs and creates a 
unique output at every leaf. In order to decrease uncertainty or 
disorders from the dataset, methods such as entropy, and Gini 
index can be used. 

XGBoost 

The Gradient Boosting Classifier depends on a loss 
function. Gradient boosting systems have two other necessary 
parts: a weak learner and an additive component. 

Naïve Bayes 

The NB classifier makes the assumption that the impact of a 
predictor's value (x) on a certain class (c) is unrelated to the 
values of other predictors. 

Logistic Regression 

Data could be categorized into discrete classes using logical 
regression, which examines the relationship between one or 
more independent variables. Mathematically, LR estimates a 
multiple linear regression function defined as: 

 

logitሺpሻ  ൌ  log ቀ
௣ሺ௬ ୀ ଵሻ

ଵି௣ሺ ୀ ଵሻ
ቁ  ൌ  𝛽଴ ൅ 𝛽ଵ𝑥  

 
where p is probability, β is constant. If log is linearly related to 
x, then the relation between x and p is nonlinear, and has the 
form of the S-shaped curve.  

Statistical Evaluation 

Performance of all classifier’s approaches can be measured 
by different methods, of the most popular metrics are 
confusion matrix, accuracy, sensitivity (Sens), specificity 
(Spec), receiver operating characteristic curve (ROC), and 
Area under the ROC Curve (AUC). Basically, a confusion 
matrix represents the behavior of our classification model. 
There are four main factors in the confusion matrix: True 
Negative (TN), True Positive (TP) (correct classification) and 
False Negative (FN), False Positive (FP) (incorrect 
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classification). For example, using these factors, the 
performance measurements are defined as: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ  ்௉ା்ே

ሺ்௉ାி௉ା்ேାிேሻ
  

 

𝑆𝑒𝑛𝑠 ൌ  ்௉

ሺ்௉ାிேሻ
  

 

𝑆𝑝𝑒𝑐 ൌ  ்ே

ሺ்ேାி௉ሻ
  

 
In aggregate, an excellent model has a performance value 

near to the 1 which means it has a good measure of 
separability. A poor model has a performance value near 0 
which means it has the worst measure of separability.  

The workflow of the procedure that was taken in this paper 
is exhibited in Fig. 1. 

 

 

Fig. 1 The graphical procedure framework 
 

III. RESULTS 

Data Preprocessing 

The number of healthy and patient cases from CHUC 
(Classification) dataset are demonstrated in Fig. 2. 

 

 

Fig. 2 Number of Healthy (1), and BC patients (2) 
 

It is apparent that the number of healthy controls with label 
1 are lesser than BC patients with label 2. To make the dataset 
suitable for the ML models, some preprocessing actions need 
to be done on the dataset. 

Standardization, normalization, scaling, replacing missing 
values, and removing unwanted information before 
introducing the data to the ML model are called preprocessing 
[38]. Standardization is a common estimator for many ML 
models, and it can give values centered around zero. 
StandardScaler was employed to compute the standard 
deviation. It was noted that the standard deviation (std) can be 
a robust preprocessor to dataset. So, a preliminary step was 
taken by applying the std to the dataset. 

Over the last few years, data normalization is gaining huge 
interest in the era of ML in medical applications [39]. Later, 
data normalization was applied by the min-max normalization 
method. The min-max normalization was done using 
Euclidean distance defined as: 

 

Dሺc, eሻ  ൌ  ඥ∑ ሺ𝑐௜ െ 𝑒௜ሻଶ௡
௜ ୀ ଵ   

 
where c = ሼ𝑐ଵ, 𝑐ଶ, … , 𝑐௡ሽ are the centers of the data, e = 
ሼ𝑒ଵ, 𝑒ଶ, … , 𝑒௡ሽ are the real-valued data, and D is the distance. 
Moreover, all the target datasets (Classification) were 
converted to binary values 0, and 1 for healthy controls, and 
patients, respectively. 

Feature Selection 

Feature selection is the process of selecting the subset of the 
most informative attributes to improve the performance of the 
model. RF has been used to distinguish the most favorable 
features by the feature importance. The feature importance is a 
way to select the desired and relevant features. To that end, RF 
select a subset of features. 

Random Forest 

RF is an ensemble learning method consisting of multiple 
DTs, and each tree of this method can calculate the importance 
of features. This algorithm benefits from the bootstrap 
aggregation method which can improve the performance of 
each DT. A DT with M leaves divides the feature space into N 
regions and the function f for prediction is: 

 
fሺxሻ  ൌ  ∑ 𝐶௡𝜋ே

௡ ୀ ଵ ሺ𝑥, 𝑅𝑛ሻ  
 
Here Rn is a region appropriate to n; Cn is a constant suitable 
to n: 
 

π ሺ𝑥, 𝑅𝑛ሻ  ൌ  ቄ 1     𝑖𝑓 𝑥𝜖𝑅௡

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 
It should be noted that the last conclusion is made from the 
majority vote of all trees. 

After applying the RF, it collects the feature importance 
values via the feature_importances attribute. To interpret easy, 
the plot of the importances was depicted in Fig. 3. It is worth 
mentioning that in this method the relative values of the 
computed importances are taken into account. 
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Fig. 3 Feature importances using RF model 
 

As it was plotted in Fig. 3, among the features (attributes), 
glucose has the highest importance over the others. The four 
highest features had been selected for further investigations 
which means glucose, BMI, resistin, and age. 

AI-Based Classifiers 

In this stage, ML-based classifiers were implemented on the 
selected data. In this regard, the most popular ML methods 
have been studied: DT, KNN, XGBoost, SVM, NB, and LR. 
Furthermore, NN-based classifier (MLP-Classifier) was also 

investigated. First, DT was applied to the dataset, and the rest 
of the methods have been applied. The dataset was divided 
into training and testing data, the data were split with a test 
size of 20% of the whole dataset. 

Decision Tree 

The two Gini and Entropy indexes were selected as criteria. 
The results showed that there is accuracy of 70.8, and 83.3% 
for entropy, and gini indexes, respectively. 

KNN 

The KNN is non-parametric method that can be used for 
classification, and regression. In this method, with using of 
distance, and proximity, the neighbors of a point are 
established. The confusion matrix was obtained and displayed 
in Fig. 4. 

The number of neighbors was optimized and set to 7. The 
accuracy of the KNN was calculated and accuracy of 83% was 
found for the designed algorithm. 

Naïve Bayes 

Bayesian classifier is an example of statistical classifier. 
Evaluation of the posterior probability value of P(y|𝑥), each of 
the class of y, with an object x have been investigated. The 
confusion matrix was depicted in Fig. 4, and accuracy of 
66.6% was found. 

 

 

Fig. 4 Confusion matrix for different algorithms: (a) KNN, (b) NB, (c) XGBoost, (d) LR, (e) SVM, and (f) MLP  
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XGBoost 

The XGBoost is a highly scalable end-to-end tree boosting 
system used in ML for classification. The confusion matrix 
was obtained and exhibited in Fig. 4, and accuracy of 83.3% 
was found. 

Logistic Regression  

The LR model, also known as logit is one of the common 
models for classification. The confusion matrix was illustrated 
in Fig. 4, and accuracy of 86.1% was found. 

SVM 

SVM is a powerful method for classification, among the 
kernel functions for the model, RBF was selected and the 
accuracy of 96% was disclosed for the testing dataset. The 
confusion matrix was demonstrated in Fig. 4. 

NN Classifier 

The MLP classifier as one of the supervised machines 
learning based methods was employed. For the given data, the 
confusion matrix was achieved and shown in Fig. 4. 
Moreover, the accuracy of 91.6% was calculated. 

With the aim to compare results obtained by different 
classification models, Table I is illustrated to provide a 
statistical comparison between the studied methods. 

 
TABLE I 

COMPARISON OF ACCURACY OF THE STUDIED ALGORITHMS 

Methods Accuracy (100%) 

DT 83.3 

KNN 83 

NB 66.6 

XGBoost 83.3 

LR 86.1 

SVM 96 

MLP 91.6 

 

All in all, the general results obtained from the algorithms 
showed that, the SVM, MLP, and LR methods have the 
highest accuracy, respectively. Moreover, it was perceived 
that selecting the appropriate features is of great importance 
and could improve the accuracy. For this purpose, RF was 
utilized to extract the favorable attributes out of all nine 
features. 

IV. CONCLUSIONS 

Due to the complication and high mortality of BC among 
females, diagnosis precision is critical. By using preprocessing 
methods such as standard deviation, min-max normalization, a 
preliminary step was applied to the dataset. Next, features 
have been selected using the RF algorithm, and four attributes 
that have the highest importances were achieved. Four 
features; glucose, BMI, resistin, and age, were chosen for 
computations. To classify the processed data, different AI-
based classifiers have been selected. The classification was 
performed with DT, KNN, NB, XGBoost, LR, SVM, and 
MLP algorithms. The results divulged that SVM can give the 
highest accuracy with a value of 96%, followed by the MLP 

method with 91.6% accuracy. At last, but not least, the studied 
procedure could provide a practical way to diagnose BC in its 
early stages, and it can open up a new avenue to study 
different cancers. 
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