
 
Abstract—This paper focused on cost effective storage 

architecture using fog and cloud data storage gateway, and presented 
the design of the framework for the data privacy model and data 
analytics framework on a real-time analysis when using machine 
learning method. The paper began with the system analysis, system 
architecture and its component design, as well as the overall system 
operations. Several results obtained from this study on data privacy 
models show that when two or more data privacy models are 
integrated via a fog storage gateway, we often have more secure data. 
Our main focus in the study is to design a framework for the data 
privacy model, data storage, and real-time analytics. This paper also 
shows the major system components and their framework 
specification. And lastly, the overall research system architecture was 
shown, including its structure, and its interrelationships. 

 
Keywords—IoT, fog storage, cloud storage, data analysis, data 

privacy.  

I. INTRODUCTION  

OT is the revolutionary idea that connects computing devices 
and enables the transfer of data over the network without 

human interaction. As communication between day-to-day 
devices becomes autonomous, IoT makes everything from 
household appliances to automobiles, smart cities, and device 
interactions very easy. However, in IoT, high volumes of data 
are generated on an hourly or daily basis from the IoT devices 
and they are vulnerable to some threats from malicious 
activities. Moreover, most of the data generated from these 
devices, such as healthcare applications, contain sensitive 
information or personally identifiable information about 
patients which are meant for healthcare practitioners and the 
patients only. Therefore, proper measures must be put in place 
to protect the data and this forms one of the motivations for this 
research. This stems from the high value placed on data 
globally as it is considered one of the most valuable assets of 
organizations that are critical for informed decisions making 
and productivity. Moreover, this paper also proposes a less 
costly storage platform for the generated high-volume data 
from IoT devices to help reduce the cost of access and efficient 
processing for real-time decision making. In general, the 
generated data must be effectively protected from the 
perspective of data privacy, cost-effective storage, and real-
time analysis for effective decision making aimed at promptly 
solving some of the noticeable challenges. This paper, 
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therefore, presented the proposed system functions, the 
framework design using the chosen data privacy model and the 
data analytic model chosen when being applied on a real-time 
data analysis which aids an effective decision-making process.  

II. SYSTEM ANALYSIS 

System analysis is an important activity that is conducted 
during software development and is done before the system is 
designed and implemented. As a key problem-solving 
technique, it involves having a good understanding of the 
components that make up the system, how they operate and the 
relationships among them. To design an effective system 
model, there is a need to gather and analyze the important 
system requirements via necessities elicitation and analysis 
which are performed from the point-of-view of consistency, 
validity, and feasibility. Performing these activities helps with 
the identification of the key requirements and the constraints or 
quality imposed on their operations. 

This section, therefore, provides the proposed system 
functions which are critical to meeting the overall goal of this 
research and the designed model quality. The elicitation 
technique applied in this research is based on a comprehensive 
literature study that centered on understanding and analyzing 
existing data privacy models, cloud storage architectures and 
data analytic techniques. Table I presents the basic functional 
and non-functional requirements of the system that would be 
achieved. 

 
TABLE I 

FUNCTIONAL AND NON-FUNCTIONAL REQUIREMENTS OF PROPOSED SYSTEM 

Req. Id Functional Requirements 

R1 The system senses and monitors data from the IoT device 

R2 The system filters all data from the IoT device 

R3 The system processes/manages all data from the IoT device 

R4 The system encrypts all data to make sure data is secure 

R5 The system applies a data privacy model to protect data 

R6 The system applies data anonymization before data is stored 

R6 The system utilizes the ML algorithm to predict its functions 

R7 The system utilizes the fog gateways system in storing all data 

 Non-Functional Requirements 

R8 The system accounts for every loss of data 

R9 The system stores a large volume of data 

A. Use Case Model 

Based on the system requirements in Table II, Fig. 1 shows 
the use-case model of the proposed system showing the actors, 
use-cases, and their interaction with the system. The objective 
is to enhance the understanding of the overall system function. 
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TABLE II 
USE CASE DESCRIPTION 

IoT Device IoT Gateway Fog Server Cloud 

Monitor, 
Sense data 

Device 
connectivity, 

security 
data filtering 

data processing 

Data processing, 
Data privacy, 

Data analytic - ML 
Cleaning/Filtering 

Data storage 

Data processing, 
Data privacy, 

Data analytic - ML 
Cleaning/Filtering 

Data storage
 

As shown in Fig. 1, the proposed system is centered on IoT 
data privacy, storage, and analytics to effectively protect the 
generated data, cost-effectively store them, and analyze the 
data on a real-time basis for informed decision making. 
Furthermore, the use-case descriptions of each core 
functionalities shown in Fig. 1 is presented in Tables III-VI. 

 

 

Fig. 1 System use-case diagram 
 

TABLE III 
ACTOR ROLES 

Use Case Name Sense Data 

Actor IoT Device 

Brief 
Description 

System users /patients and healthcare staff 
IoT devices process the data 
Perform operations on a real-time interval 
IoT device sends out data into the fog gateway/cloud 
IoT devices get instant feedback from either fog 
getaway/cloud 
Get the actual real-time action 
Get the location of the action 
Decide what to do with the violator 

Precondition IoT device shall have a unique id (for unique 
identification) 
IoT devices must switch be on 
IoT devices must be configured or set to send and receive 
all data 
IoT device must be configured to get alert responses on a 
real-time interval 
Provide end-to-end encryption for all communication 
between IoT devices, Fog gateway or Cloud 

Post Condition IoT device sense patients/healthcare staff unique id 
IoT devise sense intruder once all precondition is violated 
and report 
IoT device sense validates if all condition is meant 
Send an alert message to either patient/healthcare staff

 
 
 

TABLE IV 
DATA ANONYMIZATION 

Use Case Name Anonymize data 

Actor Fog 

Brief Description Import data and configure the system 
Eliminating personally identifiable information 
Apply generalization and suppression 
Filter the dataset and choose transformations model 
Choose data privacy model 
Organize and secure dataset 

Precondition The dataset must properly be filtered 
Choose the right data privacy model (KA and DP)

Post Condition Reject the final output if all conditions are not fulfilled 
Accept the final output if all conditions are meant

 
TABLE V 

DATA ANALYTICS 
Use Case Name Data_ Analytics 

Actor Fog, Cloud 

Brief Description Choosing the dataset 
Trained and rest dataset 
Additional data processing 
Additional data cleaning 
Data analysis 
Communication 

Precondition Variable selection 
Data visualization 

Post Condition Reject the final output if all conditions are not fulfilled. 

 
TABLE VI 

DATA STORAGE 
Use Case Name Data storage 

Actor Fog and Cloud 

Brief Description  Set time-sensitive operation 
 Do information profiling 
 Checked for service performance 
 Service coordination 
 Stored data.

Precondition  Accept only clean data and store it 

Post Condition  Reject the final output if all conditions are not 
fulfilled. 

 Accept the final output if all conditions are meant

B. System Sequence Diagram 

The diagram representation shown in Fig. 2 illustrates the 
sequence of activities of the proposed system. It typically 
depicts the interactions between the IoT devices from the 
various users engaged with the IoT gateway before processing 
the data generated from the IoT device. The next step is to 
anonymize the sensitive data in the fog gateway after which the 
data are being processed further to better ensure data integrity. 
In the fog gateway, we adopt a dual step data privacy model on 
the received sensor data; this helps to better protect the privacy 
of the data from an unauthorized person for them not to be able 
to gain any useful information or knowledge from the data, and 
the process is done on a real-time basis. The privacy model 
further helps whosoever is assigned to manage such data 
properly by protecting all data which also enhances an effective 
dynamic decision process. Because the fog gateway processes 
are closer to the IoT device data, then data can also be stored 
for a quicker reply to all queries. And, the last step is the cloud 
database system where data can also process and stored 
permanently.  
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Fig. 2 System sequence diagram 
 
This section presented the proposed cost-effective storage 

architecture that achieves the privacy and real-time data 
analytics of the high volume of it generated from every IoT 
device. The IoT Fog-based architecture is shown in Fig. 3 and 
consists of different layers: The Connected “Things”, IoT 
Gateway, Utility Center, Fog Server, and the Cloud. After an 
in-depth literature survey, this research proposed the 
integration of Fog Server and the Cloud as the cost-effective 
storage for IoT generated data where data privacy can be 
ensured as well as real-time analytics. 

The components in each of the layers are discussed. For 
clarity and comprehension, this research used the healthcare 
sector as an illustration. 

1) Layer 3: Connecting “Things” and Devices 

Connected Things or IoT device (mobile device) serves as a 
human and system interface that gathers or generates data 
using the embedded sensors. The system can be used to detect 
and predict any usual and unusual situation in the environment 
(i.e., human, animals, physical environment, etc.) in which 
they are installed. For instance, in the healthcare perspective, 
the devices could be used to monitor situations such as 
high/low blood sugar, cardiac arrest or blood pressure, etc. In 
this case, the sensors capture the data and send it to the fog 

servers or the cloud via the gateway.  
The connected “Things” lie at the lowest layer of the fog-

based computer setting where end-users can access data from 
the fog nodes or send localized data to the fog. However, if 
data are not available in the fog or the fog is unavailable, the 
cloud storage in the cloud server may be accessed directly. In 
some cases, and the absence of an IoT gateway, the sensors 
can be equipped with the task of data pre-processing, filtering, 
cleaning, and encrypting the data before sending it into fog 
sites or cloud sites for further processing.  

Utility Center: This module is responsible for the 
consumption of the data stored in the fog for decision making. 
It could be organizations like hospitals, weather stations, etc. 
that are permitted to have access to the stored data. For 
instance, in the case of the healthcare sector or hospital, the 
patient must register in a particular hospital. The hospital will 
then access the patient’s data and then take immediate 
necessary action. Also, the data are made private 
(anonymized) and secure to avoid unauthorized access. The 
patient would not be required to share the data with the 
hospital physically and the hospital would access only the 
essential data required during a medical check-up. 
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Fig. 3 System architecture diagram 
 

2) Layer 2: Fog Servers 

This is the second layer of the architecture between the 
connected devices and the cloud. This is the most important 
layer of this architecture in terms of computing. The fog layer 
consists of fog nodes which could be routers, base stations, 
proxy servers, and so on. The tasks of the nodes are to receive 
the sent data from the connected devices, process them, and 
temporarily store the data for onward use at the utility center 
or end users. It then sends it to the cloud for large-scale 
storage. Also, the fog nodes receive data that do not meet the 
requirements of the end-users from the cloud which are then 
processed for user consumption accessed via internet 
communication. In each fog node, several operations can be 
performed on the data in real-time such as real-time data 
processing, data analytics, ML, data privacy, data caching, 
computation offloading, etc., to support effective and dynamic 
decision making. 

3) Layer 1: Cloud Servers 

This is the highest layer of the computational architecture. It 
has a series of centralized data centers equipped with the 
capability to store all data received from the fog servers. Its 
capacity is so huge that it can store a large volume of 
generated data. Moreover, due to this capacity, there is always 
cases of high network congestion as well as high latency in 
QoS delivery. This is the reason why fog nodes are introduced 
to avoid the problems associated with the cloud, especially 
where time efficiency is of the essence. Moreover, the cloud 

layer performs essential tasks just like the fog servers, but its 
capacity and processes take a much longer time when 
compared with using fog. In the context of this research, the 
cloud site was used for data storage only while all the other 
processes were carried out in the fog servers. 

IoT Gateway: This is a hardware device with application 
software that accomplishes essential tasks. It is used to enable 
IoT communication which is either device-to-device or 
device-to-cloud. That is, the gateway facilitates different data 
sources and destinations. Some of the tasks performed by the 
gateway include data caching, data pre-processing, data 
filtering, data cleaning, optimization, network features, 
security, and device management. 

C.  Fog and Cloud-Based Architectural Design 

In recent years, cloud computing has gained momentum 
among individuals and organizations in terms of its 
computing, data storage and network management roles [1]. 
These functions are performed in centralized data centers, 
thereby providing cost-effective services, increased internet 
access, productivity, performance, security and reliability [2], 
[3]. However, centralized data centers often fail to meet the 
requirements of billions of geographically distributed IoT 
devices [4]. That is, they fail to offer real-time services, cause 
high latency in the delivered QoS, high network congestion, 
etc. To address these demands, the “fog computing” concept 
was introduced by Cisco [5] as an extension of cloud-based 
facilities which are closer to the IoT nodes (devices). Fog 
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nodes interface the end-users and the cloud data centers and 
are decentralized in nature. Due to the several advantages 
noted with fog data storage such as low latency, support of 
mobility, support of real-time services, low power 
consumption, geographical distribution, cost-effectiveness, 
reliability, less congestion of network and processing a high 
number of nodes [6], organizations that wish to safe cost can 
leverage on this to reduce the huge cost used when using cloud 
data storage. due to the advantages they offer [6], [7]. 

These are the motivations for adopting a fog-based 
architecture for IoT generated data. In the context of this 
research, a typical fog computing architecture is shown in Fig. 
4.  In the second layer, which is the fog node, several tasks or 
operations can be performed on the data collected from the 
end-users or IoT devices. However, based on the objectives 
outlined in this research, we focused only on data privacy and 
real-time data analytics. 

 

 

Fig. 4 Fog-cloud architecture 
 

 

Fig. 5 K-Anonymity algorithm [12] 
 
Fig. 4 shows the relationship between IoT devices, fog 

nodes and cloud data centers. This has various opportunities as 
seen from previous studies of [8], [9]. Most organizations have 
realized the advantages of using fog and cloud in their daily 
operations.  

1) Data Privacy Model 

This subsection presented the proposed approach to make 
the sensitive data generated by IoT devices private and 
confidential in the fog servers or nodes. To achieve data 

privacy, data anonymization is the key. Several data privacy 
models exist each having its strengths and weaknesses [10], 
[11]. We have no plans to develop a brand-new data privacy 
model. Four of the currently used data privacy models were 
used in this work. Two out of the four data privacy models 
will be chosen based on how well they performed. With the 
analysis conducted, the DP and KA data privacy models were 
chosen as the most effective of the four models considered. It 
is believed that when DP and KA are combined, the privacy of 
generated data is well protected against all forms of attacks 
and from unauthorized access.  The detail of the process 
involved is explained using the KA and DP algorithms that 
were merged as shown in Figs. 5 and 6.  

 

 

Fig. 6 Differential Privacy algorithm [13] 

2) The K-Anonymity 

From the four data privacy models that were analyzed in 
this paper, the results obtained showed that none of the four 
data privacy models’ analyses is all-sufficient on its own to 
completely protect the dataset. Therefore, the need to combine 
two of the models arises which we initially proposed to do 
after reading the literature and the shortcomings associated 
with each of them. Accordingly, KA was chosen after many 
considerations as identified in the literature. Fig. 5 shows the 
various steps followed when applying the KA data privacy 
model to protect the dataset. KA usually protects the data and 
ensures that it can be able to be equated to k > 1. Though KA 
cannot protect against background knowledge attacks, this 
prompted us to combine it with DP to adequately address that 
challenge. 

Table VII shows KA data privacy notations, it also shows 
what each symbol stands for as represented in Fig. 5. The 
algorithm in Fig. 5 gives the concise steps followed when 
applying KA on the dataset. To further illustrate this, Table 
VIII contains the raw dataset used to show how the KA model 
works. For instance, when considering the age attribute in 
Table VIII that is the quasi-identifier, generalization and 
suppression method was been used by setting the range of age, 
which then help to further confuse the adversary, and also, by 
removing some digits from the mode of identification we also 
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deleted the gender from some of the columns in the table as 
shown in Table IX, the Id and gender of the users can be 
generalized by first removing some of the user’s gender and Id 
digits from the table. 

 
TABLE VII 

KA NOTATIONS 

Notation Meaning 

KA k-anonymity 

D database 

T timestamp 

K counts 

Σ operation 

P partition 

Dt output 

C centroids 

Ct updated centroids 

 
TABLE VIII 

KA DATA 

Quasi-Identifier Sensitive Identifier 

Age Gender Zip code Id Disease 

34 Male 45673 110003442 COVID-19 

69 Male 64747 110003441 Ebola 

76 Female 23456 776564441 HIV 

45 Female 35678 776564442 Flu 

76 Female 23498 847474742 Diabetes 

76 Male 65489 847474743 Cholera 

 
TABLE IX 

KA-ANONYMIZED DATA 

Quasi-Identifier Sensitive Identifier 

Age Gender Zip code Id Disease 

(34-25) Male 45673 1100034** COVID-19 

(69-35) Male 64747 1100034** Ebola 

(76-30) Female 23456 7765644** HIV 

(45-20) Female 35678 7765644** Flu 

76 * 23498 8474747** Diabetes 

76 * 65489 8474747** Cholera 

D. Differential Privacy (DP) 

DP is also considered to be the most suitable data privacy 
model when compared with the four other data privacy models 
analyzed. DP data privacy model usually takes the ML model 
approach using the Gaussian naïve Bayes classifier method 
which will be trained and add Laplacian noise concerning the 
ε while computing Gaussian mean and variance. In this paper 
default ε =1 is used [13]. Table X shows the various notations 
used in the DP data privacy algorithm. 

With the application of the DP data privacy model, we can 
solve most of the other limitations that were noticed in the 
other data privacy model. But DP itself is not sufficient to 
solve every problem to which the stored data are exposed 
because DP privacy has its drawbacks also, so it was 
suggested we combine K-Anonymity with differential privacy 
which would further enhance the level of protection on the 
data.  The algorithm presented in Fig. 6 shows how the DP 
model can be achieved. Table XI represents the anonymized 
dataset when applying the DP privacy model. These results, as 
seen in Table XI, show that DP can better protect the dataset, 

and this further corroborates what was stated in the literature. 
This method requires shuffling of the dataset that is, hiding the 
user's age range. In doing so, no one would be able to know 
and ascertain the original information contained in the dataset. 
Also, removing the gender, zip code and Id number of the 
users from the dataset would better enhance the privacy of the 
dataset.  

 

TABLE X 
KA-ANONYMIZED DATA 

Notation Meaning 

Є Differential Privacy 

D Database 

C Cut-off point 

ai Output 

I Sensitivity 

fk Halt 

C Count 
 

 

Fig. 6 Differential Privacy algorithm [13] 
 

We noted that DP has reduced data utility and requires a 
notice to be added to the area where the risk is higher. So, 
using KA and DP become very necessary as deduced from 
Table XI.  

 
TABLE XI 

DP ANONYMIZED DATA 
Quasi-Identifier Sensitive Identifier 

Age Gender Zip code Id Disease 

34** * * * COVID-19 

69** * * * Ebola 

76** * * * HIV 

45** * * * Flu 

90** * * * Diabetes 

76** * * * Cholera 

E. Proposed Hybrid Data Privacy Model 

The combination of KA and DP results in a hybridized data 
privacy model as proposed in this study, gives a strong and 
effective data privacy model that will be used to protect the 
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confidentiality and integrity of sensitive IoT generated data. 
As discussed above and in previous chapters, this research 
proposes a hybrid data privacy model that combines both DP 
and KA data, privacy models. This is important to protect or 
hide individual information from every malicious person. The 
symbols used are defined in Table XII and the algorithm is 
captured in Fig. 7. 

 
TABLE XII 

DP ANONYMIZED DATA 

Notation Meaning 

Ka K-Anonymity 

∊ Differential Privacy 

OD Original dataset 

KQID k-quasi 

eQID ϵ-quasi 

Ec Equivalence class 

 

 

Fig. 7 Hybrid Data Privacy algorithm [14] 
 
The algorithm presented in Fig. 7 shows the combination of 

DP and KA data privacy models. Table XII presented the 
meaning of all the symbols and notations that were used in 
Fig. 7. The dataset has been input from the IoT devices, the 
first step that was carried out on the dataset was to do attribute 
classification after KQID and eQID were introduced. Also, all 
explicit identifiers were removed from the dataset before 
performing KQID, the conditional statement was meant to do 
for each equivalence class  of the -anonymous dataset to 
do eQID, then finally set to merge DP and KA equivalence 
classes and shuffle the dataset and repeat the process until the 
final output was produced as shown in Table XIII. 

 
TABLE XIII 

HYBRID DATA PRIVACY ANONYMIZED DATA 

Quasi-Identifier Sensitive Identifier 

Age Gender Zipcode Id Disease 

* * * * COVID-19 

* * * * Ebola 

* * * * HIV 

* * * * Flu 

* * * * Diabetes 

* * * * Cholera 

 

 

Fig. 8 Differential Privacy algorithm [13] 
 

Fig. 8 shows how an IoT device generates data and the steps 
of how the data are being stored:  
a. The IoT device sends the data out. 
b. The researchers apply ETL (Extraction, Transformation 

and Loading) on the dataset when cleaning and filtering 
the dataset.  

c. After the dataset is cleaned, we then normalized the dataset 
by applying the generalization and suppression method; 
that is, by editing the original dataset’s actual attributes. 
We removed one or two attributes from the dataset which 
would now help in changing the original content of the 
dataset to further confuse the adversary from gaining 
access and meaning into what the dataset looks like and by 
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suppression, we removed some records from the datasets, 
which further helps to protect the dataset from 
unauthorized persons.  

d. The frequently counted process was done for further 
analyses. 

e. After going through the four steps stated above, we applied 
a double or merged data privacy model on the dataset (DP 
and KA). 

f. The data were then shuffled to further confuse the 
adversary the more, before producing the final Real-Time 
Data Analysis Framework output. 

This section discussed the proposed framework for 
classifying connected healthcare device systems using the best 
ML prediction model. The choice of the best algorithm in the 
framework was informed by the fact that it had the lowest 
train and test time. The framework would provide knowledge 
of the relationships and strengths among the patients with 
diabetes and blood sugar levels. Fig. 9 shows the proposed 
framework of the connected healthcare device system. 

Components of the proposed framework are discussed as 
follows: 
1) Connected Devices: The connected device described in 

vivid detail how the client's (the patient's) engagement 
with the medical staff's (doctors, nurses, and receptionists) 
as shown in Fig. 9.   

2) Decision Tree Model: The decision tree enables us to 
decide what ML model is best suited for our trained data 
to make better predictions. It is a classifier expressed as a 
recursive partition of the instance space. It is a directed 
tree made up of a node that forms a rooted tree. It is made 
up of a root node and internal nodes. The model is 
designed to promptly detect those patients that are 
suffering from diabetes and high blood pressure when the 
various results are collected from all the medical sensor 
tools. 

3) Connected Devices: All connected IoT devices are 
connected to the medical sensor through the Internet 
which then enables the data to be trained to make better 
predictions. It is a classifier expressed as a recursive 
partition of the instance space. It is a directed tree made 
up of a node that forms a rooted tree. It is made up of a 
root node and internal nodes. The model is designed to 
promptly detect those patients that are suffering from 
diabetes and high blood pressure when the various results 
are collected from all the medical sensor tools.  

4) Train Data: The trained data are set to be the historical 
data used with test data to be able to decide how efficient 
our final output shall be with the decision tree model. The 
data are stored in the database and new features can be 
added at any time. 

F. Benefits and Limitations 

This section presented the benefits and limitations of 
connected healthcare system framework. 

 

Fig. 9 Connected healthcare system framework 

1) Benefits 

With the explosion of digital technology, introducing a 
smart healthcare system, the system is set to capture and 
monitor all events on a real-time basis, and this better helps to 
facilitate a quicker and fast approach more promptly in 
attending to patients’ needs. With the introduction of this 
system, costs would be reduced drastically, and better 
responses to urgent role calls by doctors and nurses can also 
be achieved. 

2) Limitations of Connected Healthcare System Framework 

 One major concern that this kind of system has exposed us 
to is a breach of security and privacy of users because users’ 
data are now there in the public domain, making it very easy 
for anyone to or be able to gain access if the dataset is not 
properly protected. Another limitation can also be the training 
of doctors and nurses on how to use the system. 

III. RESULT AND DISCUSSION 

We discussed the simulations carried out to evaluate the 
performance of cloud and fog computing and the obtained 
results. The system characteristics, evaluation parameters, and 
the procedure we used for the simulation were all described at 
the conclusion  

The results were evaluated, and the performance of the fog 
storage system and cloud storage system were checked. A 
smart healthcare system was used as a case study to 
demonstrate how data can be sent into the fog system and 
cloud system through the devices such as smart headsets, etc., 
in real-time. Moreover, this research evaluated the time taken 
to complete each process as well as the network usage, the 
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latency and the amount of energy consumed. These are 
important factors that help determine which of the two 
platforms is cost-effective in the efficient management of the 
healthcare system’s data. This was for the proper management 
of patients suffering from various chronic diseases like 
diabetes, whose historical dataset was used to demonstrate our 
result. In this study, the researchers conceptualized security to 
be data privacy, they adopted two data privacy models, and 
merged the two data privacy models to provide more protection 
to the dataset. The reason behind our choice was because one 
of the primary goals of this research, which was to suggest a 
more secure cloud storage platform. With the results obtained, 
this research suggests the healthcare system adopt a robust and 
cost-effective platform for their data storage. To perform the 
simulations, iFogSim software was used.  

A. Simulations  

This section presented the setup and discussed the 
parameters used in performing the simulations carried out in 
this research. An ultrasound IoT camera was used in the 
simulations. The system was installed in a healthcare clinic. 
The system was set up for use by medical personnel (doctors 
and nurses) when attending to sick patients to diagnose them. 
The system automatically takes the patients’ details and sends 
the results into the storage platform. Accordingly, the 
ultrasound camera was set to send a real-time update to both 
the fog gateway and cloud data center simultaneously. It was 
set to send the updates in parallel into the storage system so 
that we could be able to determine the better method or 
approach to adopt. The simulation was repeated several times 
and evaluated based on the execution time i.e., the time taken 
for one complete simulation, network usage, which is the 
amount of network used in the process, and delay, or latency, 
which is the variance in sending and receiving periods in data 
transmission. That is, the results obtained were evaluated 
based on the metrics shown in Table XVI. The properties of 
the system used in performing the simulations are shown in 
Tables XIV-XVI. 

 
TABLE XIV 

SYSTEM PROPERTIES 
Parameter Value 

Software Linux-Ubuntu 18.08 LTS, 64-bit operating system

iFogSim-master 

Eclipse IDE-2021-03-R-win32-x86_64 

Hardware Hard Disk   1Tetrabyte 

RAM 16G 

Processor: Intel® Core™ i7-45705 CPU @ 2.90G

 
TABLE XV 

SIMULATION PARAMETERS 
Parameter Value 

Simulator iFogSim-master 

Simulation Time 1541- 12748 seconds

Model DPKA 

Data transmission interval 0.1 seconds 

File size 130 bytes 

Number of Area (s) 1-4 

Number of Headset Per Area(s) 4-12 

TABLE XVI 
EVALUATION METRICS 

Metric Description 

Energy 
consumption

The total amount of energy consumes during the simulation 
period. 

Execution 
time

The time it takes to complete the simulation. 

Network usage Network usage is generally the total amount of traffic on 
the network when linked with the highest amount that 
the network can support and each given process of the 

simulation. 
Delay The variance in sending and receiving periods in data 

transmission. 
 

The various actors in the healthcare system are all users of 
the system. The ultrasound camera was the IoT device used 
when all various actors were attending to patients. The system 
was set to send information into the fog gateway and cloud 
data center. Then, IFogSim software was used in analyzing the 
data.  

B. Results Analysis 

This section presents the findings of the study obtained 
from the conducted simulations.  

1) Execution Time 

This subsection presents the execution time of each of the 
processes performed. Fig. 10 shows the result of execution 
time for both fog gateways and the cloud data center. The 
cloud data center took a long process to be completed 
compared to the fog gateway as shown in Fig. 10. It was 
obvious that far less time was needed to complete the process. 
The cloud systems show a high execution time range between 
1617 sec to 10080 sec, and the fog system shows a low 
execution time range from 1353 sec to 9694 sec. The result 
implies that the cloud system requires more execution time 
than the fog system.  

 

 

Fig 10. Execution time for both fog gateways and cloud system 

2) Network Usage Execution Time 

Fig. 11 shows the results of network usage between fog 
systems and cloud systems. From the results obtained, the fog 
system required low network usage that ranges between 10979 
kilobytes to 183169 kilobytes than the cloud system which 
ranges between 166344 kilobytes and 1101319 kilobytes as 
shown in Fig. 11. 
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Fig. 11 Network usage between fog gateway and cloud system 

3) Network Delay 

Fig. 12 shows the network delay or the latency that occurs in 
the fog storage system and the cloud storage system. The cloud 
system shows high latency that ranges between 105253338801 
and 311978448789, while that of the fog system shows low 
latency between 535714286 and 535714857.  Based on the 
results, we deduced that the high latency problem is associated 
more with the cloud system while the fog system produced less 
delay when sending and receiving data. With these results, the 
cloud system cannot guarantee a fast response or is not 
responsive to a reactive system due to more delays in the 
process. Thus, this shows that the fog system is most suitable 
for a system that needs faster processing time.  

 

 

Fig. 12 Network delay between fog gateway and cloud 
 

 

Fig. 13 Energy consumption 

4) Energy Consumption 

From the simulation results obtained, it was noted that more 

energy was consumed in the cloud data center system than that 
of the fog system. For the cloud data center, the total energy 
consumed was 1.333807346683677E7 when compared to that 
of the fog system which is 834332.9999999987. This is shown 
in Fig. 13, and this suggests the use of a fog system over a 
cloud data center. The cloud data center consumed more 
energy, also the cost of processing data was more in the cloud 
system than on the fog system.  

C. Discussion and Comparison 

This paper has presented the results of the simulations 
performed to access the cost-effectiveness of fog and cloud 
data centers in storing IoT data. The results show that the fog 
system used less execution time when compared with that of 
the cloud system. It also shows that the cloud data center 
system used more bandwidths than the fog system. Moreover, 
the fog system also produced less latency compared to the 
cloud data center system as well as energy consumption.  Figs. 
11-13 present the results of the fog system, and show that the 
fog system is more suitable for storing IoT generated data. 
This implies that, with the fog system, the process is brought 
closer to the device than that of the cloud data center which 
makes the fog system preferable to the cloud data center 
system. 

Based on the results, this study undoubtedly shows us that 
fog systems perform far better than cloud systems considering 
execution time, network usage, and network delay and energy 
consumption. Table XVII gives a comparison of this 
research’s findings with related research in the literature. It 
was observed that the simulation results corroborate with 
findings of other people [4]-[10]. Some similarity was also 
observed in the results from previous studies which makes this 
research very consistent with previous studies [15], [16]. This 
study attempted to improve on some of the areas that could 
better help in providing a more protected platform to secure 
users’ sensitive data when stored in either the fog system or 
cloud system.  

IV. CONCLUSION 

In summary, from the results as presented in this paper, we 
were able to evaluate the effectiveness of storage architecture 
to show the advantages and disadvantages of using fog storage 
systems and cloud storage systems. Hence, our results can 
convincingly show that the use of fog storage systems is better 
and managing all IoT devices data. Also, merging of two data 
privacy models namely, K-Anonymity and Differential 
Privacy was able to procure effective data privacy. It was also 
deduced that the merging of two or more data privacy models 
as illustrated in this paper will further help in providing 
efficient protection to IoT generated data when stored. It was 
also recommended that a data privacy model that can proffer 
secured protection to both cloud and fog architecture can be 
developed. 
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TABLE XVII 
EVALUATION METRICS 

Ref. Attribute Cloud Datacenter Fog Gateway 
[17] Latency - - 

 Network Usage High Low 
Execution Time High Low 

Energy Consumption - - 
Distribution Centralized (One 

server) 
Distributed (Many 

nodes)
Deployment More costly to deploy Less costly to deploy

Security - - 
[18] Latency High Low 

 Network Usage   
Execution Time   

Energy Consumption High Low 
Distribution Centralized (One 

server) 
Distributed (Many 

nodes)
Deployment More costly to deploy Less costly to deploy

Security - - 
[19] Latency High Low 

 Network Usage High Low 
Execution Time - - 

Energy Consumption - - 
Distribution - - 
Deployment - - 

Security - - 
[20] Latency High Low 

 Network Usage High Low 
Execution Time High Low 

Energy Consumption - - 
Distribution - - 
Deployment - - 

Security Low High 
[21] Latency - - 

 Network Usage High Low 
Execution Time High Low 

Energy Consumption High Low 
Distribution - - 
Deployment - - 

Security - - 
[22] Latency High Low 

 Network Usage - - 
Execution Time - - 

Energy Consumption High Low 
Distribution Centralized (One 

server) 
Distributed (Many 

nodes)
Deployment More costly to deploy Less costly to deploy

Security Low High 
[23] Latency High Low 

 Network Usage - - 
Execution Time - - 

Energy Consumption High Low 
Distribution Centralized (One 

server) 
Distributed (Many 

nodes)
Deployment - - 

Security - - 
Our  

Model 
Latency High Low 

Network Usage High Low 
Execution Time High Low 

Energy Consumption High Low 
Distribution Centralized (One 

server) 
Distributed (Many 

nodes)
Deployment More costly to deploy Less costly to deploy

Security - - 
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