
 

 

 
Abstract—Breast cancer is one of the most common types in 

women. Early prediction of breast cancer helps physicians detect 
cancer in its early stages. Big cancer data need a very powerful tool to 
analyze and extract predictions. Machine learning and deep learning 
are two of the most efficient tools for predicting cancer based on 
textual data. In this study, we developed a fusion model of two 
machine learning and deep learning models. To obtain the final 
prediction, Long-Short Term Memory (LSTM), ensemble learning 
with hyper parameters optimization, and score-level fusion is used. 
Experiments are done on the Breast Cancer Surveillance Consortium 
(BCSC) dataset after balancing and grouping the class categories. Five 
different training scenarios are used, and the tests show that the 
designed fusion model improved the performance by 3.3% compared 
to the individual models. 
 

Keywords—Machine learning, Deep learning, cancer prediction, 
breast cancer, LSTM, Score-Level Fusion.  

I. INTRODUCTION 

REAST cancer is one of the most common forms of cancer 
among women worldwide, with significant implications 

for patient outcomes and healthcare systems. Early detection 
and accurate diagnosis of breast cancer are critical for 
improving patient outcomes, reducing healthcare costs, and 
ultimately saving lives. Breast Cancer is classified as one of the 
most common cancer types [1]. According to the World Health 
Organization (WHO), cancer is the second leading cause of 
death [2], [3]. Breast and oral cavity cancers are considered the 
causes of 25% of deaths around the world [1]. 

Based on cancer statistics from 2020, breast cancer 
constitutes 11.7% of all cancer records around the world [4]. 
From the death side [5], [9], breast cancer was classified as the 
second deadliest cancer after lung cancer by a percentage of 
6.9%. 

All these previous facts lead to the importance of the 
prediction of breast cancer before actual diagnosis. Early 
prediction can reduce the cancer rate and help physicians 
predict cancer at its early stages. Fortunately, computer science 
algorithms have been incrementally developed and enhanced 
and can be used for the purpose of cancer prediction. Physicians 
themselves cannot process and analyze all the cancer data since 
it is huge and very related. Consequently, they need the 
efficiency of computer science algorithms that can handle large 
amounts of data in a short time. 

Machine learning (ML) is one of the most common computer 
science fields that is used in cancer prediction [6]. Deep 
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learning (DL), as a sub-field of ML, is a very powerful tool to 
handle large cancer datasets that are not easy to process using 
traditional ML technologies [7]. Many previous studies used 
ML and DL techniques for the purpose of cancer prediction [8], 
[10]-[15], while others designed ML and DL models for cancer 
diagnosis [16]-[18]. 

Khan et al. [19] used three different DL networks: CNN, 
GoogleNet and ResNet50 for the aim of breast cancer detection. 
They used a dataset of 8000 images and achieved an accuracy 
of 97.5%. Other studies in the field of cancer detection were 
introduced, like [20], which used the CNN network for auto 
breast cancer detection based on a dataset of mammogram 
images and achieved 97% accuracy. Zhang et al. [21] also used 
the ResNet50 network for breast cancer classification. They 
used four datasets (CLEF-15: 6776, CLEF-16: 10942, ISIC-16: 
1279, and SIC-17: 2750). Their models achieved 76.6%, 
87.3%, 85.5% and 90.2% accuracy, respectively. Many ML and 
DL modes were used in cancer prediction systems [22]. 

Khozama and Mayya [10] studied the effect of weighting the 
risk factor of breast cancer. They used the well-known BCSC 
dataset, consisting of 280,660 cases and 12 risk factors. The 
researchers analyzed the dataset and used some other medical 
questionnaires in order to build their cancer prediction tool. 
They constructed a mathematical model to calculate the degree 
of importance of each risk factor. The decision tree ML model 
is trained using the original and the weighted version of the 
dataset. The results indicated an improvement using the 
weighting methodology of 6.9%. They continued their work 
and built another breast cancer model using the same dataset 
[14]. Instead of 0 or 1, the new system provided the breast 
cancer as a percentage (0-100%). They used Bayesian theory to 
compute a new range-based cancer score. After that, they used 
the modified dataset and ensemble learning to build a breast 
cancer prediction model. Their approach achieved an Area 
Under Curve (AUC) of 97.95% and a false rejection rate of 
1.12%. 

Lang et al. [23] predicted oropharyngeal cancer using 3D 
CNN on a dataset consisting of 675 breast cancer cases. They 
split the dataset into training (412 cases of the OPC dataset and 
263 cases of the HNSCC dataset) and validation (90 cases of 
the HN PET-CT dataset). For the test, they used 80 cases from 
the HN1 dataset. The experiments showed that the AUC was 
0.81. 

In 2022, Ashokkumar et al. [24] predicted the lymph nodes 
of the breast using the Kohonen self-organizing ANN. They 
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used a dataset of 10,150 images of 850 patients. Their approach 
achieved 94% accuracy. 

Recently, Saleh et al. [25] introduced a DL-based breast 
cancer prediction model. They used the Recurrent Neural 
Network (RNN) with five hidden layers and one output layer. 
Three feature selection models were proposed. The BCWD was 
used in their study. It had 30 factors (features) and one class 
(cancer prediction 0 or 1). The results indicated an accuracy of 
95.18%. 

Previous studies introduced the problem of breast cancer 
prevention in different ways. In our study, we will use the 
fusion approach of ML and DL models. For the deep DL part, 
we suggest using the "Long-Short Term Memory" (LSTM) 
network, while for the ML part, the ensemble learning 
supported by hyperparameters optimization will be used. The 
final cancer prediction model will be obtained using the fusion 
of both the ML and DL models. 

II. MATERIALS AND METHODS 

A. System Description 

The proposed breast cancer prediction system steps are 
illustrated in Fig. 1. 

 

 

Fig. 1 Proposed methodology 
 
As Fig. 1 shows, there are five main steps in the proposed 

breast cancer prediction model; where in the first step, the 
dataset is preprocessed and the target or classes are grouped into 

specific categories, while in the second step, the data set is split 
into training and test; for the third step, the DL architecture is 
constructed and trained using the training dataset, while in the 
fourth step, the ensemble ML model is built and trained using 
the same training dataset. In the final step, the DL and ML 
models' scores are fused using the score-level fusion and the 
final prediction is computed. 

B. Dataset Preparation 

The study suggests using the BCSC dataset. It includes the 
following risk factors: menopause, age group, race, Hispanic 
factor, body mass index, age at first birth, number of first 
relatives with breast cancer, breast procedure, last mammogram 
before the index mammogram, surgical menopause and current 
hormone therapy. 

The original dataset has 280,660 records, but the problem 
with this dataset is that it is unbalanced (i.e., the number of "1-
class" samples is too small compared to the number of "0-class" 
samples). After analyzing the dataset, we found that the "0-
class" percentage is 96.68%, while the "1-class" is 3.32%. The 
solution is to re-balance the dataset by using oversampling 
techniques in which the minor-class samples are repeated until 
reaching a suitable percentage. The new version of the dataset 
is oversampled until the "0-class" samples become almost 15% 
instead of 3.32%. 

The next issue with the BCSC dataset is that the cancer 
prediction within it is a binary classification problem since the 
target or classes are either cancer or non-cancer. A study [14] 
resolved this problem by proposing a new range-based cancer 
score. They updated the BCSC dataset and made the target or 
class column percentage, including 36 categories. 

The balanced range-based cancer score (BCSS) dataset is 
used in the current study. One modification is applied to the 
dataset before using it. Since the number of classes is too large 
(36) classes, making the classification problem very complex, 
we suggest grouping the classes or the target column of the 
BCSC dataset into categories. This solution minimized the 
number of classes from 36 to 7. 

After preprocessing of the BCSC dataset is done, the dataset 
is split into two sub-datasets (training and test) using a 25% 
percentage for the test set and 75% for training.  

C. Building the DL Model 

In this step, a specific DL architecture is proposed. Fig. 2 
shows this architecture. The first layer of the model is the 
sequence input layer, which represents the input layer taking the 
input features of the training samples and forwarding them to 
the next LSTM layer. The LSTM layer is the main part of the 
DL model. It consists of 500 neurons, each of which consists of 
four basic cells: input cell, memory cell, forget cell, update cell, 
and output cell. The input cell receives the input from the 
previous cell, while the forget cell decides what information to 
remember and what to drop, controlling the cell state reset.  

The update cell depends on the information received by the 
input cell, forget cell, and previous hidden LSTM cell ht-1. It 
produces the output ct, which represents the current output of 
the LSTM cell (output at time t). Another output will be 
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produced, which is the ht representing the current hidden LSTM 
output that will be forwarded to the next LSTM layer [26]. 

 

 

Fig. 2 Proposed DL architecture 

D. Building the Ensemble ML Model 

Ensemble models are types of ML models that use a 
combination of multiple ML classifiers in one combination. 
This methodology works in two different ways to get the final 
classification. The first approach is boosting, while the second 
is bagging. In the former, the classification decision is based on 
an iterative strategy in which the first classifier introduces his 
decision to the next one that will learn from the first classifier's 
error and try to minimize the classification error until reaching 
the final classifier that will produce the final decision with the 
minimum classification error. In the second approach 
(bagging), the classifiers work in parallel. The ensemble tries to 
minimize the prediction variance by generating new samples of 
the training dataset by repeating the training data and producing 
sub-datasets to train multiple classifiers, and the final decision 
is based on the fusion of their scores [27]. 

In the current study, we suggest using an ensemble of 30 
boosting decision trees, and in order to get the best 
performance, we suggest using the hyperparameters 
optimization of those 30 decision tree models. Fig. 3 illustrates 
the architecture of the ML ensemble model. 

 

 

Fig. 3 Proposed ML architecture 

E. DL and ML Fusion 

After building the ML and DL models, they are combined 
together using the score-level fusion in which the ML and DL 
scores are fused, and the final prediction decision will be made. 

III. RESULTS AND DISCUSSION 

In the experimental part, many training and test scenarios are 

used to evaluate the proposed method. 
For the LSTM model, five different test scenarios are 

proposed. In three of these scenarios, the LSTM architecture is 
modified by changing the number of neurons and the number 
of learning epochs, while the last two scenarios are related to 
the splitting percentage (raining and test percentages). 

The performance evaluation metrics are used to evaluate the 
five scenarios. A true positive rate (TPR) is the percentage of 
correctly predicted cancer samples among all cancer test 
samples. A positive predictive rate (PPR) is the ratio of 
correctly predicted samples per predicted class. The false 
negative rate (FNR) is the opposite rate of the TPR, while the 
FDR is the opposite concept of the PPR. Test accuracy is the 
number of correctly predicted test samples, including cancer 
and non-cancer samples among all test samples. Table I 
includes the results of these five test scenarios. 

 
TABLE I 

RESULTS OF DIFFERENT TEST SCENARIOS OF LSTM MODEL 

Scenario TPR FNR PPR FDR 
Test  

Accuracy
LSTM (100 iterations, 

300 neurons)
65.1148% 34.88% 91.49% 8.509% 86.84% 

LSTM (200 iterations, 
300 neurons)

94.51% 5.49% 95.55% 5.54% 96.68% 

LSTM (200 iterations, 
400 neurons)

88.979% 11.02% 96% 4% 95.197% 

LSTM (200 iterations, 
300 neurons, test 

Percentage = 30%)
92.05% 7.95% 93.11% 6.89% 91.38% 

LSTM (200 iterations, 
300 neurons, test 

Percentage = 35%)
91.7116% 8.28% 96.814% 3.186% 93.85% 

 

Table I proves the fact that the best LSTM architecture is 
achieved by using 300 neurons and 200 iterations for training. 
From the splitting point of view, the best case scenario is by 
using 25% of the dataset samples as a test set. The last two 
scenarios show that by taking more samples for a test set, the 
performance decreases. 

Fig. 4 shows the confusion matrix of the best DL model. It 
illustrates that the highest FNR error rate is related to class "25" 
with FNR = 0.26, while the best TPR is related to class "55" 
with TPR = 100%. However, class "50" has the best PPR value 
at 100%, while class "72" has the worst FDR value of 0.779. 

For the ensemble learning ML model, the minimum 
classification error of the boosted decision tree models is 1.1%. 
The confusion matrix with TPR, FNR, PPR, and FDR is 
illustrated in Fig. 6. It shows that the best TPR is related to the 
"50". The results also indicate that the best PPR corresponds 
with class "55". 

These two results are the same as those obtained by the DL 
model. 

The final test scenario is the fusion scenario, in which the 
scores of the DL and ML models are fused together. Table II 
includes a detailed comparison between the cases of individual 
models and the fusion model. As illustrated in Table II, the 
fused model has a better performance than the individual ones. 
The accuracy is increased by 1.08% and 3.3% compared to the 
ML and DL individual models, respectively. The TPR is 
increased by 1.66% and 5.46%, while the PPR is improved by 
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2.01% and 5.44% compared to the DL and ML individual 
models. 

 

 

(a) Confusion matrix of the best LSTM scenario 
 

 

(b) Training progress 

Fig. 4 Results of LSTM training 
 

Results prove the fact that fusion of the DL and ML models 
improves the performance significantly. 

 
TABLE II 

COMPARING THE RESULTS OF INDIVIDUAL MODELS AND THE FUSION MODEL 

Model TPR FNR PPR FDR Test Accuracy

LSTM 94.51% 5.49% 94.55% 5.45% 96.68% 

Ensemble ML 98.31% 1.69% 97.98% 2.02% 98.9% 

Fusion 99.9795% 0.0205% 99.9922% 0.0078% 99.98% 

IV. CONCLUSION 

In this study, a range-based breast cancer prediction system 
is proposed. The proposed system includes a fusion of two 
different models. The first model is the LSTM DL model, while 
the second one is an ensemble of boosted decision trees. 

In the first step, a balanced range-based BCSC dataset is used 
and preprocessed in order to group the classes into seven 
different categories. The new dataset is split into training and 
testing by using a percentage of 25% for the test set. 

The DL model consists of a sequence input layer, one LSTM 
layer, one fully-connected layer, and one softmax-classification 
layer. The ML model, on the other hand, consists of 30 decision 
tree classifiers trained using the hyperparameters optimization 
and boosted learning approach. 

 

(a) The TPR and FNR 
 

 

(b) The PPR and FDR 

Fig. 5 Confusion matrix of the best LSTM scenario 
 
The final prediction is obtained using the fusion of ML and 

DL scores. Five different training scenarios, including different 
LSTM cells and different training epochs, are performed. The 
experiments are also applied using the individual modes and the 
fusion one in order to measure the effect of the fusion approach. 
The results indicate an improvement in performance. Future 
work can focus on using other different breast cancer datasets 
and studying the effect of using different risk factors on the 
performance of range-based breast cancer prediction. 
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