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Abstract—Nowadays, artificial intelligence is used successfully in the field of e-commerce for its ability to learn from a large amount of data. In this research study, a prototype software platform was designed and implemented in order to suggest to users the most suitable products for their needs. The platform includes a recommender system based on artificial intelligence algorithms that provide suggestions and decision support to the customer. Specifically, support vector machine algorithms have been implemented combined with natural language processing techniques that allow the user to interact with the system, express their requests and receive suggestions. The interested user can access the web platform on the internet using a computer, tablet or mobile phone, register, provide the necessary information and view the products that the system deems them the most appropriate. The platform also integrates a dashboard that allows the use of the various functions, which the platform is equipped with, in an intuitive and simple way. Also, Long Short-Term Memory algorithms have been implemented and trained on historical data in order to predict customer scores of the different items. Items with the highest scores are recommended to customers.
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I. INTRODUCTION

In recent years the use of machine learning algorithms has spread worldwide both in academia and industry. In particular, deep learning algorithms make it possible to implement recommender systems capable of automatically filtering and personalizing information in order to propose options that are both relevant for customers and advantageous for the service provider.

A Deep Learning-Based Recommender System (DLRS) is capable of learning representative features in the input data. The availability of apps and various services on the internet provides companies that use commercial platforms to collect a large amount of data, such as text, images, video and audio, in which valuable information on users and items is hidden. Deep learning algorithms allow the company to extract information from these heterogeneous data and combine them with each other in order to recommend specific items to users in a personalized way [1].

DLRSs facilitate the information search process as they can learn the latent characteristics of users from huge volumes of data. The recommender systems generate a list of recommendations that is very effective for the e-commerce user [2].

In recent times, deep learning algorithms have been used successfully to obtain highly accurate recommender systems. Compared to traditional recommender systems, DLRSs are now applied in different areas as they have considerable potential. The first strength of DLRS consists in the ability to model the non-linearities that can characterize the data, thanks to the use of non-linear activation functions, such as sigmoid and hyperbolic tangent [3]. This nonlinear modeling allows to overcome the limitations of linear models that oversimplify the relationship between features [4]. In detail, models based on deep learning are able to effectively capture the complex relationships between users and items. The DLRS are also able to identify the latent characteristics of users and items. Since deep learning algorithms have the ability to selectively capture relationships between users and items, these are able to extract more complex information [5]. In fact, the higher layers allow to analyze in depth the complex characteristics of the users and to extrapolate their preferences. The hidden layers of the deep learning architectures give a DLRS better coding of the abstractions and accuracy of the recommendations.

The main deep learning technologies that are used for implementing high-performance recommender systems are RNN (Recurrent Neural Network), LSTM (Long Short-Term Memory), CNN (Convolutional Neural Network) and AE (Autoencoder) [2]. Moreover, XGBoost (eXtreme Gradient Boosting) is a powerful algorithm gaining popularity in the field of product prediction and suggestions [5]. The advantages of this machine learning algorithm are related to the use of optimization and regularization techniques and to the possibility of setting a large number of hyperparameters.

The architecture of RNN is characterized by connections between neurons, called feedback loops, which allow the output of the relative nodes to influence the subsequent input to the same nodes. Due to this mechanism, RNNs remember previous calculations and are very efficient for sequential data processing. Therefore, RNNs are used in recommender systems to address temporal dynamics related to user behavior [6].

LSTMs are a particular type of RNN as they are equipped...
with cells that make the algorithm capable of judging whether information is useful or not. A cell is a kind of "processor" in which there are three gates, called input gate, forget gate and output gate [7]. The LSTM retains only the useful information, which satisfies the conditions of the algorithm, while it forgets, at the level of the forget gate, the superfluous information.

CNN is a feedforward neural network with convolution layers and pooling operations. The basic structure of a CNN is made up of input layer, convolutional layer, subsampling layer (pool layer), fully connected layer and output layer [8]. CNN can capture global and local characteristics and significantly improve efficiency and accuracy. The shared-weights architecture of CNN allows to improve the generalization capacity of the model and to decrease the number of the parameters used by the model and, therefore, its complexity. CNNs are used in the implementation of recommender systems to perform the feature extraction operation [2].

AE is an artificial neural network (ANN) whose goal is to reconstruct its input data in the output layer. In general, the intermediate layer, called hidden layer, is used to filter the salient features of the input data [2]. AE can be schematized by means of an encoder, which compresses the input data by selecting the characteristics of interest, and a decoder, which restores the data to their original structure while preserving the selected characteristics [9]. The encoding and subsequent decoding of the input parameters are aimed at learning the latent characteristics of the data and filtering them [10]. For this reason, AE finds application in recommender systems to filter information of interest.

The recommender systems perform the important function of automatically filtering and personalizing information, thus allowing to manage with the IT overload to which the user is exposed on a daily basis. Recently, international research has experimented with the use of deep learning technologies with the aim to increase the potential of traditional recommender systems [5],[12],[13].

Modern platforms for developing machine learning and deep learning algorithms take advantage of powerful tools, such as TensorFlow, Keras and Pytorch, which allow developers to create highly flexible recommendation models that can be integrated into e-commerce platforms.

In developing a software platform, it is of fundamental importance to evaluate the user experience following the interaction via app or website. The ultimate goal is to determine positive feelings in the user during navigation that prompt the user to make a purchase and use the platform again. The user must be considered as the real protagonist of the entire development process of a platform integrating a recommender system and not just as the end user. Browsing a site that is not suited to the user's needs can give him negative feelings, frustration, high cognitive effort and consequently push him to abandon the product.

Artificial intelligence algorithms make it possible to process the data collected on user browsing taking into consideration the emotional state and preferences of the customer by analyzing the time spent on a webpage, the clicks made and other behaviors related to the navigation.

The research [11] proposes an approach based on the TF-IDF (Term Frequency – Inverse Document Frequency) technique and an SVM (Support Vector Machine) algorithm for the classification of journalistic news starting from the headlines on different websites and blogs. The developed methodology is based on three consecutive steps: text preprocessing, feature extraction by means of TF-IDF and text classification by means of SVM. The purpose of this approach is to classify news into various groups to make it easier for users to choose news of interest among the most popular news.

Authors of [12] present a hybrid approach that integrates different methodologies, such as TF-IDF and Singular Value Decomposition (SVD), in order to combine different types of recommender systems. Furthermore, Self-Organizing Map (SOM) neural network and K-means clustering are used which are artificial intelligence techniques that allow to improve performance.

The authors of [13] discuss and compare various solutions used to implement recommender systems. They conclude that the most precise systems that best solve the cold start problem are those that combine the use of deep learning algorithms (CNN, RNN, LSTM) and sentiment analysis, also known as opinion mining.

In the present paper we design and propose an original recommender system model based on different artificial intelligence technologies. In detail, NLP, machine learning and deep learning tools have been used to implement a recommender system that incorporates the contents of the items (content based) on the characteristics of the users and, above all, on their preferences (collaborative filtering). This hybrid approach allows to overcome the disadvantages that characterize the two types of systems.

II. METHODOLOGY

Using an e-commerce site and social media allows companies to collect a large volume of data that contain valuable information. A recommender system based on deep learning algorithms offers e-commerce companies the opportunity to process data, obtain organizational and economic benefits, increase customer satisfaction and retain them.

Fig. 1 shows the flowchart of the implemented recommender system. The first step is data collection. These are data of a different nature as they relate to the characteristics of the items and customers. In turn, customer data refer to previous purchases, navigation on the e-commerce site and customer feedback. In the second step, an initial processing of the raw data takes place in order to extract the features hidden in them and make the data suitable for processing by deep learning algorithms. In fact, this phase of data modeling has as output the U matrix containing the customer features, the V matrix containing the item features and the R utility matrix whose elements contain the customer rating of the items they have judged, directly or indirectly. The next step is represented by data processing using deep learning algorithms. In particular, LSTM algorithms were chosen due to their large capacity to process time series [14]. This feature allows LSTMs to seize
changes in customer preferences as soon as they occur. LSTM predicts the score of customers about items with which they have not yet interacted and therefore allows to obtain a ranking of items for each customer. The final recommendation is based on the ranking of items as each customer is suggested the items with the highest score.

Due to the ability of the discussed deep learning algorithms to self-learn, the proposed model is able to exploit the useful information hidden in data, for instance preferences of the customer starting from the web pages consulted, the time spent on a page, the clicks made and other behaviors related to navigation. Furthermore, the combination of LSTM with NPL methods, such as TF-IDF and SVM, allows to extrapolate the user emotional state and correlate it to other variables.

Due to the ability of the discussed deep learning algorithms to self-learn, the proposed model is able to exploit the useful information hidden in data, for instance preferences of the customer starting from the web pages consulted, the time spent on a page, the clicks made and other behaviors related to navigation. Furthermore, the combination of LSTM with NPL methods, such as TF-IDF and SVM, allows to extrapolate the user emotional state and correlate it to other variables.

Fig. 1 General flowchart of the proposed recommender system

Fig. 2 depicts the architecture of the data modeling stage. Data modeling begins with the preprocessing of text related to item content, customer judgment and sales data. These are unstructured data that contain both useful and useless data, in fact they have been collected from different sources and must be cleaned, for example from punctuation. Text tokenization, namely dividing the text into single words, allows to improve the result of the subsequent processing steps [11]. Word filtering eliminates unnecessary objects such as articles or words that are not important for the specific application. These preprocessing operations also determine the decrease in complexity and computational cost.

The extraction of the text features is carried out using the TF-IDF technique, widely used in the field of text mining and NLP, because it allows to emphasize very significant words. This technique uses the TF-IDF weighting function to calculate the ratio of the local frequency of a word to its global frequency. This assigns a weight \( w_{ij} \) to the \( i-th \) word in the \( j-th \) document in order to measure the relevance of the words rather than just their frequency:

\[
    w_{ij} = \frac{n_{ij} \log \frac{T}{N_i}}{d_j}
\]

where \( T \) is the number of texts, \( N_i \) is the number of documents containing the \( i-th \) term, \( n_{ij} \) is the number of times that the \( i-th \) term is present in the document \( j-th \) which is made up of \( d_j \) terms.

Data classification is performed using SVM that is an algorithm that has a low computational cost, but is very efficient in NLP field [15]. SVM is a supervised learning model that uses a hyperplane to properly separate data and classify it [16]. In detail, it was decided to use a multiclass SVM algorithm which is a generalization of SVM that allows to separate the data points into a number of classes greater than 2 [17], [18]. Ultimately, multiclass SVM classifier allows users and items to be classified in different classes according to their characteristics. Typical user features are age, interests, web pages visited, number of clicks, frequency of purchase, items purchased, product categories, etc. Similarly, a typical example of item feature is the product category. The processing by means of SVM, which is performed separately for customer and item data, permits to write the matrices \( U \in \mathbb{R}^{N \times A} \) and \( V \in \mathbb{R}^{M \times B} \), respectively. \( N \) is the number of customers, \( A \) is the dimension of customers features, \( M \) is the number of items and \( B \) is the dimension of item features. The vector \( U_i \) represents the \( i-th \) row of \( U \) and contains the hidden features of the \( i-th \) user. Instead, the vector \( V_j \) coincides with the \( j-th \) row of
Finally, the knowledge of $U$ and $V$ allows to obtain the user-item matrix $R \in \mathbb{R}^{n \times m}$. In fact, $R$ is the synthesis of the information contained in the customer historical data and in the item data. $R_{ij}$ represents the score that the $i$-th customer has attributed to the $j$-th item. If the $i$-th customer has not expressed any opinion on the $i$-th item and has not read any information about it, $R_{ij}$ is null. The final output of the phase of data modeling phase consists of the normalized matrices $U$, $V$ and $R$, which contain the information about customers and items in a hybrid perspective. The synthesis of this information makes it possible to achieve greater accuracy and greatly alleviate the cold start problem.

As shown in Fig. 3, the matrices thus obtained are supplied as input to the LSTM network which processes the latent features and the relationships between the variables. The final output is the prediction of the coefficient values of the rating matrix $S \in \mathbb{R}^{n \times m}$. Fig. 3 shows the architecture of the LSTM designed for the prediction of $S_{ij}$. Before being used, the network is trained so that it can learn the correlation between the various variables involved and optimize the model parameters. This phase is essential for the model to capture the non-linear relationship between the various quantities that characterize users and objects.

During the training, the dropout technique is used to prevent overfitting. The embedding input layer reshapes the input variables so that they can be processed by the LSTM layers, which form the core of the neural network architecture. Instead, the fully connected layer calculates the output of the parameter, namely the values of the coefficients $S_{ij}$ of the ranking matrix. This level allows to change the dimensionality of the output from the previous level so that the model can provide consistent results based on the relationships it is implementing.

Model accuracy is measured using the following metrics:

$$\text{RMSE} = \frac{1}{N_S} \sum_{ij} (S_{ij} - \hat{S}_{ij})^2$$

$$\text{MAE} = \frac{1}{N_S} \sum_{ij} |S_{ij} - \hat{S}_{ij}|$$

where $\hat{S}_{ij}$ is the predicted matrix coefficient and $N_S$ is the number of training or testing data samples, that is the sample size.

It is very important to note that the proposed model, based on the algorithms discussed, is able to calculate the rating of the various items for each customer in real time. As new data become available, LSTMs can be retrained and provide updated predictions.

The implementation of both the SVM and LSTM models is done using python, a high-level language that has very powerful open-source libraries, such as TensorFlow, Keras and Scikit-Learn.


