
 
Abstract—An intrusion detection system (IDS) is a software 

application that monitors malicious activities and generates alerts if 
any are detected. However, most network activities in IDS datasets are 
normal, and the relatively few numbers of attacks make the available 
data imbalanced. Consequently, cyber-attacks can hide inside a large 
number of normal activities, and machine learning algorithms have 
difficulty learning and classifying the data correctly. In this paper, a 
comprehensive literature review is conducted on different types of 
algorithms for both implementing the IDS and methods in correcting 
the imbalanced IDS dataset. The most famous algorithms are machine 
learning (ML), deep learning (DL), synthetic minority over-sampling 
technique (SMOTE), and reinforcement learning (RL). Most of the 
research use the CSE-CIC-IDS2017, CSE-CIC-IDS2018, and NSL-
KDD datasets for evaluating their algorithms. 
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I. INTRODUCTION  

MBALANCED datasets have been an issue in class 
distribution in many domains including IDS. This problem is 

much more important in some domains. For example, detecting 
a malicious activity as benign can be so costly and we should 
account for it. Class imbalance happens when one class is 
insufficiently represented even if it is more of interest. Usually, 
the minority class is more important, and it is imperative that it 
is discovered in the dataset. There are many studies related to 
imbalanced dataset [30], [35], [52]. In this survey, we first 
discuss about IDS and some of the research around the topic. 
Then, we explain briefly the most famous IDS datasets in these 
papers. Next, we present different papers about imbalanced IDS 
datasets. In the following step, we evaluate several different 
sampling methods including: undersampling, oversampling, 
and SMOTE [1]. After that, we have a short section regarding 
RL, and Generative Adversarial Networks (GANs). Finally, we 
discuss our findings and conclude the paper. 

II. IDS 

A. Definition 

The evolution of malicious software poses a critical 
challenge to the design of IDSs. IDS is used to detect a 
malicious intrusion into a host or network and alerts the user 
about the potential abnormal behavior in the system. IDS is 
classified into four different categories: Network-based 
(NIDS), Host-based (HIDS), Perimeter (PIDS) and VM 
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(VMIDS) based. NIDS is made for monitoring incoming and 
outgoing network traffic, HIDS monitor and alerts individual 
host, PIDS detects perimeter intrusions of important system 
infrastructure, and VMIDS can provide any of the above IDSs 
or a combination of them as implemented through a virtual 
machine (VM). 

Signature-based detection and anomaly-based detection are 
two most common specifications of IDS techniques [2]. 
Signature-based detection works by detecting the known 
threats, while anomaly-based detection systems compare the 
normally observed events to identify significant deviations 
which is useful for detecting previously unknown attacks but 
suffers from a high false-alarm rate which causes over 
reactions. An IDS is employed through either scenario approach 
or behavioral approach. Likewise, signature-based, the scenario 
approach is based on the comparison between the observed 
behavior and their corresponding signature for each attack. Like 
anomaly-based, the behavioral approach is based on the 
deviation between normal and observed behavior when user has 
abnormal behavior between his/her usual uses of the system [3]. 

IDSs have been implemented through several different 
methods. One of these methods is Software Defined 
Networking (SDN) which is an architecture that can 
independently implement dynamic security features [4]. The 
other technique is Distributed Intrusion Detection System 
(DIDS) for Wireless Sensor Networks (WSN) which is based 
on an agent-based, intelligent, and distributed system. DIDS 
can be set inside the intelligent agents so that they can be 
located on a network [5]. Even though IDS is implemented 
through these techniques, ML is more popular in detecting 
malicious activities. However, research shows that uneven 
training data can dominate the learning algorithm and therefore 
malicious cyber-attacks can hide themselves in large 
imbalanced datasets [5]. 

B. Implementation 

Many of the NIDS are implemented as an open-source 
software application with different capabilities including Bro 
(Zeek), Snort, Suricata, Sguil, and many others. Hill et al. utilize 
the Bro IDS with a simulation model to monitor the system’s 
physical behavior to mitigate unsafe or undesirable system 
states [6]. Then, the state of the system in the network is 
compared with the model simulation to observe the 
inconsistency between them. They do not rely on detecting the 
attacks directly but instead watching the abnormal behavior of 
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the system. They can also detect the attacks in the physical 
portion of the system such as a man in the middle. IDSs are also 
implemented through ML and DL algorithms in several 
different research papers. Ziadoon et al. tested the performance 
of several different ML algorithms in Anomaly Based Intrusion 
Detection System (AIDS) Datasets and detecting attacks [28]. 
They reviewed previous studies on AIDS to present suitable 
algorithms, parameters, and testing criteria. They also measured 
the true positive and negative rates, accuracy, precision, recall, 
and F-Score of 31 ML-AIDS models. They mentioned that 
decision tree (DT), k-nearest neighbor (KNN), and naive Bayes 
(NB) had the best performance. Finally, they introduced future 
research in measuring the impact of feature selection in the 
performance of the ML algorithms.  

Satam et al. represented an anomaly-based IDS for the 
Domain Name System (DNS) protocol (DNS-IDS) for 
detecting the abnormal behavior of the protocol [8]. DNS is a 
hierarchical naming system for identifying computers and 
resources. They first trained the normal behavior of the DNS 
protocol as a finite state machine to show the normal DNS 
traffic transition within that state machine. Then, they added 
some known DNS attacks as abnormal DNS traffic transition 
and developed an anomaly metric for the DNS protocol for both 
normal and abnormal behavior using classification algorithms 
such as bagging. Bagging is an ensemble ML algorithm that 
prevents overfitting and reduces variance with combining the 
group of models. It builds N trees in parallel with N randomly 
generated datasets with replacement. To generalize their 
method, they evaluated their approach against a wide range of 
DNS attacks and showed the attack detection rate of 97%.  

Ho et al. introduced an IDS based on the Convolutional 
Neural Network (CNN) for detecting network intrusions by 
classifying all the packet traffic in the network as benign or 
malicious classes [9]. They used CICIDS2017 dataset to 
validate their model in terms of the overall accuracy, attack 
detection rate, false alarm rate, and training overhead. Finally, 
they boost the multi-class classification performance of the 
proposed CNN based IDS and outperformed nine other 
classifier models such as Hierarchical [10], WISARD [11], 
Forest PA [12], J48, LIBSVM [13], FURIA [14], Random 
Forest, MLP, and NB. They represented the highest True 
Negative Rate (TNR) of 98.984% and the lowest False Alarm 
Rate (FAR) of 1.015% for benign network traffic along with 
detecting innovative attacks. 

Zoppi et al. demonstrated the capability of unsupervised ML 
algorithms in implementing an AIDS and detecting cyber-
attacks using RELOAD tool [15], [16]. They were able to 
classify both normal and anomalous behaviors without relying 
on labeled datasets to detect known attacks, zero-day attacks, 
and emerging threats.  

Mehmood and Rais compared the performance of different 
supervised ML algorithms including SVM, NB, J.48, and 
decision table via true positive rate, false positive rate, and 
precision to detect anomalies in the KDD99 dataset [17]. They 
demonstrated that none of the algorithms had a high detection 
rate for each class, but the overall accuracy of J.48 DT was 
higher among all other algorithms along with low 

misclassification rate. Also, SVM was the best algorithm for 
R2L class and NB has the highest FPR among other algorithms. 

Dimensionality reduction, clustering, and classification are 
used in several research papers for anomaly detection [18], [19]. 
Pervez and Farid applied Support Vector Machine (SVM) on 
multi-class NSL-KDD Cup99 dataset with combining feature 
selection and classification [20]. They represented 91% 
classification accuracy using only three features and 99% 
classification accuracy using 36 features, while all 41 training 
features achieved 99% classification accuracy. Shapoorifard 
and Shamsinejad improved cluster center and nearest neighbor 
(CANN) intrusion detection methods’ classification 
performance and applied it on NSL-KDD Cup99 dataset using 
K-Farthest Neighbor (KFN), KNN, and Second Nearest 
Neighbor (SNN) for classification with measuring the distance 
between each data sample and each cluster center and 
calculating the distance between data and its nearest neighbor 
in the same cluster [21]. Bhattacharya et al. applied a hybrid of 
PCA and ML algorithms to classify IDS datasets [22]. The 
KNN, NB, random forest, SVM, and XGBoost algorithms are 
applied on the reduced dataset taken from an open dataset 
collected from Kaggle and the original Kaggle dataset before 
applying PCA and the showed a better performance after using 
PCA [22].  

Parkar and Bilimoria presented a comprehensive paper on 
different pros and cons of IDS and Intrusion Prevention System 
considering various techniques such as different types of ML 
algorithms to make a better choice in selecting the appropriate 
security model [23]. Gümüşbaş and Yıldırım focus on recent 
approaches based on DL for IDS [24]. The potential of DL 
methods for cybersecurity and IDSs and analysis of the 
benchmark datasets are proposed for providing a road map for 
readers in IDS. Different types of IDSs specifically network 
IDS and cloud computing are discussed with their applications 
and their contribution is described. Zhang et al. proposed a deep 
hierarchical network on CICIDS2017 dataset and the CTU 
dataset for integrating the improved LeNet-5 and LSTM neural 
network structures which trains the hierarchical network at the 
same time rather than separating them [25]. 

C. Imbalance Datasets and Metrices 

There are many imbalance datasets that are distributed 
unequally and can create problems in classification. One of the 
most famous imbalanced datasets is the IDS dataset. Malicious 
cyber-attacks can hide themselves in large imbalanced datasets 
which makes it difficult for IDS to detect. In these datasets, one 
may see the ratio of 8 over 1 for benign vs. malicious activities. 
Using ML to predict them, we can have a high accuracy, but 
this cannot be an adequate parameter for validating if the model 
is working correctly or not as even one malicious activity can 
destroy the whole system. Some of other parameters that can 
help us to detect whether our model is a true model are 
Precision, Recall, F1 score, confusion matrix, the Receiver 
Operating Characteristic curve (ROC), etc. 

Confusion matrix is a matrix of size 2 × 2 for binary 
classification with actual values versus predicted values. It has 
four sections including true positive, true negative, false 
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negative, and false positive. True Positive (TP) is where 
prediction and actual both are positive. True Negative (TN) is 
when prediction and actual both are negative. In False Positive 
(FP), the predicted is positive while actual is negative and in 
False Negative (FN), predicted is negative while actual is 
positive.  
 

𝑅𝑒𝑐𝑎𝑙𝑙       (1) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛     (2) 
 

𝐹1 2 ∗ ∗
    (3) 

 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒  
 
  (4) 

 
The ROC curve is created by plotting the True Positive Rate 

(TPR) or recall against the False Positive Rate (FPR). 
There are different types of imbalanced datasets including 

Between-class, Within-class, and Intrinsic and Extrinsic [26]. 
Within each class, there can be an imbalanced number of data 
points called between-class imbalance. On the other hand, it can 
be balanced as a between-class but the range or variation of one 
or more of the classes is not adequate [26]. IDS is a type of 
either intrinsic (due to the nature of the dataset) imbalanced 
dataset or extrinsic (due to time, storage, and other factors). 
Two of the most famous techniques to overcome any types of 
imbalanced datasets are sampling methods, and cost-sensitive 
methods.  

Three of the most common sampling methods are 
undersampling, oversampling, and creating synthetic data. In 
undersampling, we remove data from the majority classes and 
in oversampling we generate data for minority classes until all 
classes have the same number of data points. Undersampling is 
possible if enough data points are available on the under 
sampled class. Oversampling is possible if the new synthetic 
data added are close to the real data. Undersampling resamples 
the majority class to make the equal to minority. Oversampling 
resamples the minority class to make the equal to majority. The 
best method of oversampling is generating new artificial data 
close in dataspace proximity to existing samples or are 
‘between’ two samples. However, there is a problem with these 
data points as they are random and there is a risk of overfitting 
as we may add noise to the dataset instead of actual data. The 
main problem with oversampling with artificial data is that they 
do not add any information to dataset. To overcome to this 
problem, we can use the third method which is creating 
synthetic data points among previous data points. One of the 
techniques is using SMOTE. This technique will create new 
instances between data points in minority class. There is a 
package in Python called imblearn with a function called 
over_sampling.SMOTE which create these samples for the 
dataset [26]. 

In cost-sensitive learning techniques, either undersampling 
or oversampling can be done by altering the relative weighting 
of individual samples. Here are the two most famous ones, 
upweighting and downweighing: 

 Upweighting: It is like oversampling which increases the 
weight of one of the classes while keeping the weight of 
the other class.  

 Downweighing: It is like oversampling which decreases 
the weight of one of the classes while keeping the weight 
of the other class. 

III. DATASETS 

There are five popular datasets used in most of IDS related 
research [27]. The first two known datasets are CICIDS2017, 
and the CICIDS2018 with around 2830540 instances [28]. The 
second famous dataset is the Knowledge Discovery and Data 
Mining (KDD) Cup 1999 with approximately five million 
unstructured and raw data with 80% of attack type of data. The 
third recognized dataset is NSL-KDD dataset [29]. This dataset 
includes the raw data of KDD Cup 1999 but removes some 
redundant data [30]. The fourth well-known dataset is the 
UNSW-NB15 with more than 72.000.000 records [31], and the 
last known dataset is the AWID dataset with 1,795,575 records 
of data for training and 575,643 for testing [32]. The following 
datasets including NSL-KDD, ISCXIDS2012, CICIDS2017, 
and CICIDS2018 are analyzed using supervised ML algorithms 
in different papers [33]. Here we discuss a brief description of 
each one of these datasets. 

A. CSE-CIC-IDS2017 and CSE-CIC-IDS2018 Dataset 
(Canadian Institute for Cybersecurity Intrusion Detection 
System) 

CIC-IDS2018 Dataset includes 10 files from different times 
of the year all together monitoring traffic for different 
timestamps in February and March 2018 [28]. Every file has 
around 79 columns. The last column is the binary label of either 
“Benign” or “Infiltration”, and the other columns are features 
or predictors for the label column. Some of the files for this 
dataset are more imbalanced than the others. The most 
imbalance one was for 02-28-2018 which was binary dataset 
with 540568 rows of Benign class and 68462 rows of 
Infiltration class after removing non-sense outliers. Brute-force, 
Heartbleed, Botnet, DoS, DDoS, Web attacks, and infiltration 
of the network from the inside are seven of the most famous 
attack types represented in CSE-CIC-IDS2018 [34]. This 
dataset is made through 50 machines as attacking infrastructure 
and the victim organization has five departments with 420 
machines and 30 servers. CICFlowMeter-V3 was used to 
extract the network traffic and system logs of each machine 
along with 80 features from the traffic such as distributions of 
packet sizes of a protocol, number of packets per flow, certain 
patterns in the payload, size of payload, and request time 
distribution of a protocol. These datasets have been used in 
several different papers and evaluated using ML algorithms 
[35], [36], [25]. 

B. KDD Cup 1999 Dataset 

This dataset has been one of the most famous datasets for 
detecting anomalies since 1999. The data are captured from 
DARPA’98 IDS evaluation program which is about 4 gigabytes 
of compressed raw (binary) tcpdump data of 7 weeks of 
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network traffic. It has 4,900,000 single connection vectors each 
of which contains 41 features and is labeled as either normal or 
an attack. The attacks are Denial of Service Attack (DoS), User 
to Root Attack (U2R), Remote to Local Attack (R2L), and 
Probing Attack. KDD’99 features are divided into the following 
categories: Basic features, Traffic features (“same host” feature, 
and “same service” features), and Content features. 

C. NSL-KDD Dataset  

This dataset is the refined version of KDD-99, more well-
organized and cleansed [37], [38], [35]. It has 41 features, 
including 38 continuous and three categorical variables. They 
are transformed, normalized, and scaled down to the range of 
[0 - 1] for the continuous ones and one-hot encoded to dummy 
variables for the categorical ones. The dataset is grouped into 
five major categories in the label column: NORMAL, DoS, 
probing attacks, or PROBE, R2L, U2R. This dataset has been 
used in several different papers [39]. 

D. UNSW-NB15 Dataset 

This dataset was created by the IXIA PerfectStorm tool in the 
Cyber Range Lab of UNSW Canberra with 2,540,044 records 
[40]. This is mainly for generating a hybrid of real modern 
normal activities and synthetic contemporary attack behaviors. 
There are nine types of attacks, namely, Fuzzers, Analysis, 
Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode 
and Worms. 

E. AWID Dataset 

Aegean WiFi Intrusion Dataset (AWID) is newer and larger 
than NSL-KDD, and is publicly available [32]. This dataset 
contains 154 features both continuous and categorical with 
1.795,574 data samples for training and 575,642 data samples 
for testing of the datasets, with a class label with four values: 
normal, flooding, injection, and impersonation with 91% of 
normal samples and 9% associated with anomalies. 

IV. BALANCING ALGORITHMS FOR IDS  

A. Balancing Techniques with ML 

Data-level approaches and algorithm level approaches are 
two of types of approaches for solving the problem of 
imbalanced dataset [41]. At the data-level, the original dataset 
is balanced using sampling methods algorithm to aid further 
learning processed. At the algorithm-level, an existing 
algorithm is modified and strengthened, or a new algorithm is 
designed on the learning of minority classes to tackle the class 
imbalance problem.  

In an imbalanced dataset, we might expect to achieve an 
overall high accuracy, but minority classes will suffer from a 
very low recall score. The false-negative error is not acceptable 
in some cases such as cancer which may cost a person’s life 
[38]. Deep Neural Network (DNN) has shown improvements 
over ML models on supervised classification tasks [42], [43]. 
The network data are complicated and the hierarchy structure 
of DNN can extract the features of network security very well 
[44], [45]. However, DL based IDSs cannot detect the network 
intrusions when we have imbalanced dataset [44].  

Subiksha et al. presented a survey about imbalance datasets 
and how they have been treated in different datasets using ML 
algorithms for IDS [46]. Of the papers surveyed, 44% were 
about IDS but not relevant to imbalanced datasets, 22% applied 
existing methods, 18% proposed a new algorithm, and 16% 
only mentioned imbalanced dataset. They concluded that most 
papers have not focused on creating a new algorithm to 
overcome the problem of imbalance datasets and suggested an 
opportunity for research work in proposing novel techniques for 
handling the dataset imbalance. 

Lan et al. compared several different classification 
algorithms such as Random Forest, SVM, XGBoost, LSTM, 
Mini-VGGNet, and AlexNet to reach a better accuracy [47]. 
They introduced Difficult Set Sampling Technique (DSSTE) 
algorithm to reduce the imbalance of training data. First, they 
divide the imbalance dataset into difficult and easy sets using 
Edited Nearest Neighbor (ENN) algorithm. The difficult set 
includes the near-neighbor set and easy set is the far-neighbor 
set. The data in difficult set are highly similar and it is difficult 
to differentiate them but the easy set are not similar and easy to 
distinguish them. Then, K-means algorithm is used to reduce 
the majority size by replacing some of the majority samples 
with their K-cluster centroids. Finally, they combine the 
compressed majority samples with augmented minority 
samples in difficult samples to make up a new training set. “For 
oversampling, they zoom in and out the minority in a particular 
zoom range for different attributes to create new samples in 
minority and improve classification performance” [47], [48]. 

Abdul-Hammed et al. use different methods to evaluate the 
Coburg Intrusion Detection Dataset-001 (CIDDS-001) with 
146,500 instances with 99.99% accuracy [49]. These methods 
are data upsampling, data downsampling, DNN, Random 
Forest, Voting, Variational Autoencoder and Stacking Machine 
Learning classifiers. However, their technique is not 
generalized, and it can have different accuracy for various 
datasets. The difference between original dataset accuracy and 
the new dataset accuracy after sampling method is only around 
0.03% improvement in average. 

To face the problem of imbalance data, Chuang and Wu 
trained the depth automatic encoder to establish a data 
generation model for generating balance dataset for NSL-KDD 
[50]. To generate new data, they apply Deep Variational 
Autoencoders, which is a neural network that learns how to 
generate new data like the original input. The generated data 
conform to the unit Gaussian distribution. The results represent 
the robustness of the trained model in face of unknown data. 

Bedi et al. proposed a new type of IDS based on Siamese 
Neural Network (Siamese-NN) [51]. The proposed Siam-IDS 
does not use any balancing techniques for detecting R2L and 
U2R attacks but the algorithm itself works well for unbalanced 
datasets [51]. They calculate similarity score between input 
pairs to identify whether data points belong to the same or 
different class. Contrastive loss function is also used to 
maximize the similarity. The proposed algorithm has two 
identical DNNs comprising of an input layer, five hidden layers 
and four dropout layers. Comparing their algorithm with other 
types of algorithms such as DNN and CNN, they were able to 
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produce better performance. Even though recall had a 
significant improvement for the two minority classes of the 
dataset, the authors admitted that the precision was not good 
enough [51].  

Ali et al. proposed a survey of different potential problems 
with imbalance data and its advancement, including the issues 
with imbalance classification [52]. They introduce several 
different approaches in class imbalance classification including 
data level and algorithm level approaches. The data level 
approach for handling class imbalance problem is sampling and 
feature selection. The algorithm level includes improved 
learning algorithms to handle imbalanced dataset such as z-
SVM, or one-class learning algorithms or recognition-based 
methods that model the classifier on minority class. Cost 
sensitive learning algorithms are another type where the 
classifier assigns larger cost to false negatives compared to false 
positives. Another option is ensemble method which applies 
several classifiers on training data to decide like boosting and 
bagging. The last is hybrid approach which employs more than 
one ML algorithm to achieve better results. Ali et al. mentioned 
that the best performance evaluation methods are the confusion 
matrix and its derivations. Raneem et al. proposed a DL 
approach based on a multi-layer classification method such as 
SLFN and LSTM [53]. They combined it with an oversampling 
process for imbalanced IoT devices and offered better 
performance in terms of Accuracy, G-mean, Precision, and 
Recall. 

B. Undersampling Techniques 

There are several different undersampling techniques 
including ClusterCentroids, RandomUnderSampler, and 
NearMiss [54]. Undersampling techniques are in two categories 
prototype generation and prototype selection. Prototype 
generation such as ClusterCentroids reduces the number of the 
samples while generates a new set of data from the original 
dataset. ClusterCentroids generates the new data based on 
cluster centroid of a K-means algorithm which is synthesized 
with the centroids of the K-means method instead of the original 
sample. In prototype selection algorithm, the data are chosen 
from the original dataset by just reducing the majority not 
generating new data.  

Prototype selection algorithms are separated into two 
categories called controlled undersampling techniques and 
cleaning undersampling techniques. The controlled 
undersampling defines the number of the samples while in 
cleaning undersampling technique, the algorithm itself cleans 
the feature space and reduces the noise [54]. 
RandomUnderSampler, and NearMiss are two types of 
controlled undersampling techniques. The 
RandomUnderSampler randomly deletes the rows of the 
majority and balance the dataset. NearMiss measures the 
difference between the majority classes and a few specific 
minority samples [55]. To decrease the number of the rows in 
majority, it keeps only the majority samples that has smallest 
average distance to the N nearest/farthest minority samples. 
Bao et al. updated the weights of negative examples to balance 
the dataset and applied Boosted NearMiss Undersampling 

algorithm on the training of SVMs (BNU-SVM) [56]. 

C. Oversampling Techniques 

There are several different oversampling techniques. 
Random Over Sampling (ROS), SMOTE, Probabilistic 
Generative Models, RL, and Adversarial Reinforcement 
Learning are some which we briefly describe them here. For 
oversampling, the data in minority will be selected to be 
generated multiple times to make the dataset balanced. For this 
reason, they keep the values of the columns that play an 
important key in the prediction fixed and they make a random 
selection from the remaining data [38]. 

1) Random Over Sampling 

ROS is called “naive resampling” which the “new” samples 
are duplicated randomly with replacement without considering 
the nature of data or suing any heuristics [57]. This algorithm 
randomly selects and duplicates examples from the minority 
until dataset is balanced. One problem with ROS is overfitting 
since it makes exact copies from minority class. In this case, a 
classifier may produce rules that are apparently accurate, but it 
covers only the replicated examples.  

2) Synthetic Minority Over-Sampling Technique 

SMOTE [58] is one of the oversampling techniques which 
generate new samples in between existing data points based on 
local density and their borders with the other class and 
generalize the decision region for the minority class [5]. The 
difference between oversampling and SMOTE is that a typical 
oversampling technique, the minority class is duplicated from 
the minority class population. SMOTE algorithm is different as 
it first finds its k-nearest minority neighbors, then randomly 
selects j neighbors based on the desired amount of 
oversampling of these neighbors, and finally randomly 
generates synthetic samples along the lines joining the minority 
sample and its j selected neighbors. The problem with SMOTE 
is that random oversampling makes the decision region for the 
minority class very specific which leads to overfitting [26]. 
SMOTE generates new samples on the line segments formed by 
the endings of its KNN which K is selected based on the amount 
of required oversampling [38]. Aloul et al. [38] multiply the 
difference between the feature vector and its nearest neighbor 
by a random number ranged from 0 to 1 to generate the new 
samples. In fact, the difference between oversampling and 
SMOTE is that ROS just increases the size of the training data 
set through repetition of the original examples without any 
increase in the variety of training examples while SMOTE not 
only increases the size of the training data set, but also the 
variety. 

Two of the SMOTE drawbacks are overgeneralization, 
generalizing the minority area without regard to the majority 
class, and inflexibility, the number of synthetic samples if fixed 
[26]. The other issue is that they may introduce the artificial 
minority class examples too deeply in the majority class space 
which can be resolved by hybridization: combining SMOTE 
with undersampling algorithms. SMOTE is improved over 
several new algorithms. One of them is ENN which removes 
any example whose class label differs from the class of at least 
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two of their neighbors. Then they oversample the minority class 
using SMOTE. The other algorithms are Borderline SMOTE, 
SVMSMOTE, KMeansSMOTE, Condensed Nearest Neighbor 
(CNN), Repeated Edited Nearest Neighbor (RENN), and 
Instance Hardness Threshold (IHT) [26]. 

SMOTE is not very practical in high dimensional datasets 
except when feature selection is applied for KNN classifiers 
[59]. Nitesh et al. combined oversampling and undersampling 
to improve the performance [60]. They use SMOTE for 
oversampling through KNN. They multiplied the difference 
between the feature vector under consideration and its nearest 
neighbor by a random number between 0 and 1 and added it to 
the feature vector. However, some minority regions may 
overlap which increases noise and it is not very practical.  

SMOTE has been used in several different research projects 
to increase the minority or decrease the majority class to avoid 
biased classification [61]-[63]. Lopez-Martin et al. proposed a 
new algorithm called Variational Generative Model (VGM) 
based on a variational autoencoder with 7 variants of SMOTE 
and ADASYN to the NSL-KDD dataset to generate synthetic 
data and train several well-known classifiers [39]. Sornxayya et 
al. proposed a method of three sequential classifiers 
combination which uses SMOTE to increase the number of 
minority class in training phase for building classifier model 
[64]. They trained their models with five different algorithms 
such as sequential minimal optimization (SMO), J48, IBK, 
MLP, and NB with 10 cross-validation. The results show an 
improvement over sensitivity and the accuracy over previous 
works.  

Jeatrakul et al. combined the SMOTE and Complementary 
Neural Network (CMTNN) on UCI dataset to solve imbalanced 
data classification and showed improvement on the 
performance of imbalanced datasets [65]. CMTNN uses a pair 
of complementary feedforward backpropagation neural 
networks called Truth Neural Network (Truth NN) and Falsity 
Neural Network (Falsity NN). Truth NN predicts the degree of 
the truth memberships with relative probability of true class 
while Falsity NN predicts the degree of the false memberships 
which uses the complement outputs of the Truth NN to train the 
network. Finally, the predicted results of Truth NN and Falsity 
NN are compared to provide the classification outcomes. For 
the case of undersampling, Truth NN and Falsity NN are 
utilized to detect misclassification patterns from a training set 
and remove them. On the other hand, SMOTE increases several 
new minority class instances by interpolation. 

Yan and Han deal with network traffic imbalance problem 
with an improved local adaptive composite minority sampling 
algorithm (LA-SMOTE) based on the DL GRU neural network 
[66]. Long Short-Term Memory (LSTM) is composed of a cell, 
an input gate, an output gate and a forget gate. Gated Recurrent 
Unit (GRU) is a popular variant of LSTM which replaces its 
three gates with two gates: one is reset gate that determines how 
to combine the new input information with the previous 
memory, another one is the update gate that defines how much 
of the previous information needs to be saved to the current time 
step. In LA-SMOTE, first KNN is selected from the low 
frequency samples. Then, high frequency samples are 

calculated from the selected KNN. Next, based on the size of k, 
each low frequency sample is assigned to a different region of 
sample space based on the difference in the number of low-
frequency attack samples of the same class in the nearest 
neighbors. 

Abdallah et al. applied SMOTE to balance both binary and 
multi-class classification datasets and then tested different ML 
models on top of them and represented XGBoost method with 
the highest performance [67]. SMOTE is used for balancing the 
IDS dataset and several different ML algorithms are used to 
implement multiple IDSs [68]. Then three different 
Dimensionality Reduction Techniques including PCA, t-SNE, 
and UMAP are applied to reduce the dataset.  

Mariama et al. combined SMOTE and undersampling using 
Tomek link (TL) and applied two DL models of Long LSTM 
and CNN for a better IDS on both NSL-KDD and CICIDS2017 
datasets and proposed a high accuracy of 99.57% [35]. Tomek 
link is an undersampling algorithm for cleaning up the 
overlapping within SMOTE algorithm. It is combined from a 
pair of examples that belong to different classes from minority 
and majority that are in each other’s nearest neighbor [69]. Jiao 
et al. proposed SE-DAS (SMOTE and Edited Nearest 
Neighbors with Dual Attention SRU, SEDAS), which uses the 
SE algorithm for balancing the UNSW-NB15 dataset [41]. To 
make the model more stable, a timing attention mechanism is 
used for selecting the historical information at significant time 
points in the Simple Recurrent Units (SRU) network. Karatas et 
al. applied SMOTE to balance CSE-CIC-IDS2018 dataset and 
then six different machine-learning-based IDSs are proposed to 
increase the detection rate for rarely encountered intrusions 
[36].  

SMOTE is used on UCI depository to overcome imbalanced 
dataset and used single-layered complex valued neural network 
(CVNN) to classify them and showed a better sensitivity and 
accuracy [70]. Yan et al. proposed Region Adaptive Synthetic 
Minority Oversampling Technique (RA-SMOTE) and tested 
the effectiveness of the algorithm using different types of 
classifiers, including SVMs, BP neural network (BPNN), and 
random forests (RF) [71]. Tallo et al. proposed the SMOTE-
Simple Genetic Algorithm (SMOTE-SGA) method to 
overcome the problem of overgeneralization in SMOTE by 
determining the sampling rate of each instance in unequal 
amounts of synthetic instances and compared them using G-
means and F-Measure [72].  

Kurniawan et al. applied C5.0 algorithm from Data Mining 
to forecast rainfall in Bandung Regency and used SMOTE to 
overcome the imbalance dataset [73]. Using k-fold cross-
validation for validating the data, they showed a high accuracy 
of 99% after using SMOTE. Jimoh et al. proposed J48 DT ML 
algorithm with application of SMOTE technique on 
CICIDS2017 and showed an accuracy of 99.85% [74]. Lu et al. 
used RF Classifier to integrate the SMOTE with the ENN Rule 
and represented a higher precision, recall and F1-value 
compared with previous works [75]. 
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3) Data Augmentation Methods 

a) Probabilistic Generative Models 

The probabilistic generative models such as Markov chain 
Monte Carlo (MCMC) have been widely used in sampling the 
parameters of observed data and approximating the distribution 
of the data [76]. MCMC is based on Metropolis-Hastings (MH) 
algorithm [77] which was improved in Gibbs sampling [78], 
[79] and finally a new version of it was introduced as 
expectation maximization (EM) [80]. The difference between 
them was that MH generates data from a proposal distribution, 
Gibbs uses a full conditional distribution, and EM estimates the 
distribution between an expectation step and a maximization 
step.  

Abedzadeh et al. applied MCMC, GANs algorithm, and 
oversampling to balance the CSE-CIC-IDS2018 dataset. 
Comparing different ML algorithms with these datasets, they 
represented that Logistic Regression with original dataset was 
the fastest with accuracy of 0.88 and recall of 0.99 [81]. 

Zhang et al. integrated adversarial and statistical learning to 
generate synthesized intrusion data [82]. The data were first 
synthesized using MCMC algorithms and then augmented by 
deep generative neural networks through adversarial learning. 
Poisson-Gamma joint probabilistic model (PGM) generates 
synthesized intrusion data with some samples from network 
intrusion data which can be combined with real data as an input 
to be trained into Deep Generative Neural Networks (DGNNs) 
and produce the augmented network intrusion data [82]. The 
results show an improved accuracy in finding the most intrusion 
types except snmpgetattack attack and snmpguess attack of 
R2L [82]. 

b) Reinforcement Learning (RL) 

RL is a type of ML that has four components, the agent, the 
action, the environment, and the reward state [38]. It can 
develop behaviors through trial-and-error simulations with a 
dynamic environment. The process of RL has an agent that gets 
rewarded based on its actions with a recursive learning process 
[37]. The reward function is manually controlled and is not 
generated by the environment itself, and the real-time 
generation of sequences of actions, states and rewards could be 
assimilated to those registered in a dataset. For example, 
Google has RL agents that learn to solve the problems by taking 
different actions. Agents have no prior knowledge at the 
beginning but learn by trying different moves randomly at the 
first and learn by getting reward from taking actions that is 
closer to the best results.  

Comparing supervised and unsupervised learning with RL, 
RL works better when data are large enough, it is in a real time 
context, and without consistent adjustment of labels that agent 
can self-learn on its own without any supervising activities 
during the learning process [38]. Instead of giving rules, or 
calculating the similarities and differences between data points, 
RL is based on rewards and punishments as instructions for 
positive and negative behavior [38]. A software agent 
constantly interacts with the environment and learns from the 
acquired rewards and punishments, and it is sequential 

considering long-term accumulative reward while supervised 
and unsupervised learning considers instant reward. The 
environment agent learns the prediction performance of 
classifier agent and for the next classifier agent, it selects the 
best categories of data for training [38]. Then, the dataset is 
balanced as the classifier agent is always forced to train on the 
most difficult samples at the moment.  

Arturo Servin detected Flooding-Base Distributed Denial of 
Service Attacks using RL and tile coding [83]. They propose a 
simulated network environment, where they control the 
injection of anomalies and provide reward based on the correct 
detection of the anomalies. The algorithm for RL is Q-learning 
algorithm which works based on a look-up table. To avoid 
unlimited increase of table size, they discretize the states. There 
are two researches in RL based on a multi-agent architecture 
that perform intrusion detection. They also use look up table to 
discretize the states [83], [84].  

Deep Reinforcement Learning (DRL) had attracted 
significant interest due to its ability to learn complex behaviors 
in high dimensional data space [7], [85]-[88]. Huang et al. 
designed a time series anomaly detector using DRL [7]. The 
model made no assumption about the underlying mechanism of 
anomaly patterns and adapted to dynamic environments. It also 
made RL simpler by removing the threshold settings.  

Caminero et al. [89] proposed a framework called AE-RL 
which implements a classifier based on the theory of RL where 
the behavior of the environment is adjusted in parallel with the 
learning process. First, they produce random data from training 
and generate rewards based on the performance of the classifier. 
Then, they adjust this initial behavior with an adversarial 
objective and increase the difficulty of the prediction made by 
the classifier.  

Elderman et al. used Monte Carlo and Q-learning to simulate 
a network environment as a cybersecurity zero-sum game. In 
the proposed method, two adversarial agents acting as attacker 
and defender try to win by providing more effective learning 
models [90]. Zhu et al. applied an ad-hoc RL algorithm based 
on numerical simulations to introduce an adversarial 
environment based on RL. The simulated environment has a 
defender and attacker which dynamically adjust each other’s 
behavior [91]. 

c) Adversarial Reinforcement Learning 

Generative Adversarial Networks (GANs) 

GANs [92] have been used extensively in computer vision 
which have two types of structured DNNs called discriminative 
and generative [93], [94]. In this structure, the generative DNN 
tries to generate new data interpolated between training data 
and discriminative learns to distinguish between random and 
real data and make the generator to generate data closer to real 
ones using gradient feedback of generator and finally produce 
a powerful data generator. As both generative and 
discriminative are constructed from DNN, they have training 
difficulties and one of them can get worse while the other one 
gets better as they have different convergence speed [95], [96].  

Peng et al. proposed Sample Equalization for Intrusion 
Detection System (SE-IDS) which uses GANs to balance the 

World Academy of Science, Engineering and Technology
International Journal of Computer and Systems Engineering

 Vol:17, No:1, 2023 

15International Scholarly and Scientific Research & Innovation 17(1) 2023 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
Sy

st
em

s 
E

ng
in

ee
ri

ng
 V

ol
:1

7,
 N

o:
1,

 2
02

3 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

12
88

4.
pd

f



dataset and then optimized the parameters of LightGBM by 
applying particle swarm optimization (PSO) on the industrial 
network dataset [97]. Fadi et al. used Adversarial Autoencoders 
(AAE) which are a probabilistic autoencoder based on GANs 
[98]. Then they trained the AAE with the KNN algorithm on 
the NSL-KDD intrusion data set and proposed a high accuracy 
of 99.991% [99].  

V. DISCUSSION 

In this research, we evaluated not only IDS, but different 
algorithms to resolve imbalanced IDS datasets. Different papers 
introduced various ML algorithms for detecting malicious 
activities in imbalanced datasets, but recent papers showed that 
the combination of DRL, ML, and sampling methods is more 
effective than other algorithms. We learned about various 
sampling methods including undersampling, oversampling, and 
SMOTE. We also discussed other algorithms for generating 
data for imbalanced datasets such as RL, GANs. There is much 
research on using ML algorithms for detecting malicious 
activities in IDS datasets and some other papers about solving 
the problem of imbalanced IDS datasets. RL and GANs are new 
techniques which have been recently worked to overcome these 
dilemmas. As detecting even one attack as benign is so costly 
for every system and most of the IDS datasets are imbalanced, 
there are much new research that can be done to face this issue. 
Regarding the new papers in RL, it is believed that the 
combination of RL, and sampling methods can be a good area 
of research about imbalanced IDS datasets. We also learned 
about most famous datasets for evaluating imbalanced datasets 
including CSE-CIC-IDS2017 dataset, CSE-CIC-IDS2018 
dataset, AWID, KDD Cup 1999, and NSL-KDD dataset. 

VI. CONCLUSION 

In this paper, we completed a comprehensive survey around 
different techniques in IDS, various algorithms to overcome 
imbalanced IDSs, and a variety of IDS datasets. The KNN, 
CNN, SVM, LSTM, RF, SVM, XGBoost, DT, and Neural 
Network were the most famous ML algorithms in implementing 
the IDS. Based on the type of the malicious activities and the 
type of the dataset, one of these above-mentioned algorithms 
work better. To overcome the imbalanced datasets, the 
following algorithms were applied mostly including ML, DL, 
SMOTE, NearMiss undersampling, Probabilistic Generative 
Models, and RL. 
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