
 

 

 
Abstract—Understanding the causes of a road accident and 

predicting their occurrence is key to prevent deaths and serious injuries 
from road accident events. Traditional statistical methods such as the 
Poisson and the Logistics regressions have been used to find the 
association of the traffic environmental factors with the accident 
occurred; recently, an artificial neural network, ANN, a computational 
technique that learns from historical data to make a more accurate 
prediction, has emerged. Although the ability to make accurate 
predictions, the ANN has difficulty dealing with highly unbalanced 
attribute patterns distribution in the training dataset; in such 
circumstances, the ANN treats the minority group as noise. However, 
in the real world data, the minority group is often the group of interest; 
e.g., in the road traffic accident data, the events of the accident are the 
group of interest. This study proposes a combination of the k-means 
with the ANN to improve the predictive ability of the neural network 
model by alleviating the effect of the unbalanced distribution of the 
attribute patterns in the training dataset. The results show that the 
proposed method improves the ability of the neural network to make a 
prediction on a highly unbalanced distributed attribute patterns dataset; 
however, on an even distributed attribute patterns dataset, the proposed 
method performs almost like a standard neural network.   
 

Keywords—Accident risks estimation, artificial neural network, 
deep learning, K-mean, road safety.  

I. INTRODUCTION 
good transport system is core for the development of any 
country. However, while on the one hand, transport and 

road infrastructure are seen as determining factors for economic 
development [1]-[3], on the other hand, road safety is a major 
concern worldwide. The World Health Organization estimates 
that 1.35 million people die each year due to traffic accidents, 
and the economic cost of the road accident is approximately 3% 
of the gross domestic product, GDP, for most countries [40]. 

One way to reduce road accidents is to understand their 
causes and to be able to predict its occurrence so that advanced 
measures such as information provision, traffic control and 
speed control can be taken. Much has been done in this respect; 
especially, understanding the association between the traffic 
accident occurrences with the traffic environment factors has 
been studied applying some traditional statistical methods. 
Reference [4] investigated the effect of three different 
pavement types on the accident risk; [5] relates the roadway 
characteristics with the fatal accident on the rural segments of 
the highway in Oklahoma; [6] explored the impact of traffic 
congestion on the frequency of road accident on M25 London 
orbital motorway; [7] explored the relationship between the age 
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of the surface of the porous asphalt pavement with the accident 
occurrence. All these authors [4]-[7] applied the Poisson/family 
of the Poisson regression on their studies. Other authors 
applying the Logistic regression investigate: the relationship 
between the type of the road accident with the potentiality of 
the serious injury or death [8]-[11]; the accident hotspot in the 
road network [12]-[14]; [15] associates the accident risk with 
three main causes, driver behavior, vehicle mechanical issues, 
and the road traffic environment; [16] relates the accident risk 
with factors related with age and gender, speed, traffic control 
type, time of day. 

Traditional statistical methods are the state-of-the-art for 
accident risk assessment [17]. Although the traditional 
statistical methods are used to assess the accident frequency 
and/or their association with traffic environmental factors, these 
methods suffer from some problems. For example, when 
applying the Poisson model, if the mean and variance of the 
samples in the data are not equal, the test statistics derived from 
the model will not be correct due to the biased standard errors 
estimated by the maximum likelihood method [18]-[21]. On the 
other hand, the Logistic regression has been used for 
classification problem, where the analyst focuses to identify 
patterns in the attribute factors that lead to the occurrence of the 
accidents, if the association between the attributes factors and 
the target response results from the interaction effect among the 
attribute factors, the Logistic regression, itself, cannot map 
these interaction effects among the factors [22], [23], it will 
depend, highly, on the analyst skills to identify such interaction 
effect and adjust the model accordingly.  

Recently, the ANN, an emerging data mining technique is 
being used for classification and prediction purpose. Moved 
mainly by the availability of the large amount of data, and data 
from different sources, ANN is becoming an alternative or 
complement to the traditional statistical data analysis technique 
[24], [25]. According to [22], the self-adaptability – ability to 
adjust the model to any data; the universal approximation 
function – ability to capture very complex relationship in data; 
and the nonlinearity modeling – ability to model data from real-
world relationship, are some of the important advantages from 
the ANN over the traditional statistical methods. 

Studies such as [26]-[28] comparing the performance of the 
ANN with some traditional statistical methods found that the 
ANN has shown a better result. 

Despite ANN being known for their ability to map complex 
patterns in data, they, also, have some difficulties in:  
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 Predicting beyond the range of data used to train the model. 
It is because, the model can only generalize within the 
domain of the training data [29], and  

 Making classification on unbalanced data. For example, in 
a binary classification when one class represents the 
majority on the data samples, the model is more likely to 
be biased toward the majority class, showing poor 
classification on the minority class [30], [31].  

In general, in the real-world data, the minority class in the 
database represents the class of interest. An example is the 
traffic accident data where the accident events (the class of 
interest) correspond to no more than 1% of the samples, and 
non-accident events about 99%.  

The learning process of the ANN assumes that the classes in 
the data are distributed in an even manner, and the 
misclassification costs of any class are also equally weighted 
[32]; thus, in circumstances such as the traffic accident data are 
used, the evaluation metric can be compromised [30], [33].  

This study focuses on improving the predictive ability of the 
ANN when dealing with highly unbalanced data as it is the 
traffic accident data. To improve the performance of the ANN, 
various techniques have been proposed; some consist of the 
combination between the ANN models, known as ensemble 
approach [38]; this consists of creating different sets of the 
neural network to perform the same task in order to solve the 
problem in hand, and the output from each set are combined to 
generate the final result. The other is a combination between the 
ANN model with other techniques, an example is the SCDNN 
method which combines the spectral clustering with deep 
neural network [39], known as modular approach; this consists 
of decomposing the problem in hand into several modular tasks, 
and for each modular task an appropriate ensemble member is 
applied to execute the subtask [34]. The modular approach 
explores the ability of each ensemble member to execute the 
assigned activity. Although these two approaches have been 
implemented, still much has to be done.  

The ensemble approach, which creates sets of the neural 
network models still uses the whole training data for each 
model set; therefore, each set will suffer from the unbalanced 
samples distribution in the data effect when dealing with such 
data. 

In order to improve the predictive ability of the traffic 
accident on a highly unbalanced data, this study proposes a 
combination of the k-means clustering with the neural network 
(deep neural network). The proposed method applies the k-
means to cluster the samples in the training data, and for each 
group of clustered dataset a neural network is developed. The 
expectation of the proposed method is that each neural network 
will be trained with a specific set of data in which the sample 
distribution problem will be minimized; therefore, each set of 
the neural network will have better generalization.  

This paper is organized into six sections. The second section 
describes proposed methodology and the evaluation criteria 
used in this study. The third section describes the data 
processing method. The fourth and fifth sections present the 
study, showing the result and discussions. Finally, the sixth 
section summarizes the finding and makes the conclusion. 

II. METHODOLOGY 

A. Unbalanced Data Definition 
Unbalanced data can be distinguished in two distinct ways. 

One way is concerned about the outputs (target response) 
distribution. Assuming a classification problem, it is said that a 
database is unbalanced when the classes in the target response 
are not evenly distributed. Another way to look at unbalanced 
data is to focus on the distribution of the attributes pattern in the 
input data [35].  

This study focuses on the unbalanced of the attribute pattern 
distribution. 

According to [33], [35], the training process of the neural 
network is a mapping of the input vector patterns to the output 
data; therefore, modeling error may occur if for the same output 
there are a huge variation of the input vector patterns associated. 
If some of the input patterns are small in number, the modeling 
tends to ignore the minority group, treating them as noise. 

B. Proposed Method 
Based on the assumption that the traffic data may consist of 

different attributes patterns of unbalanced distribution, this 
study proposes: 
1. The samples from the data are grouped in small sets, 

applying the K-mean cluster method; these sets of data are 
called Clustered Data. 

2. Each Clustered Data are used to train a specific Neural 
Network; and each of them are called Clustered Neural 
Network. 

3. Each clustered neural network is tested with unseen 
samples from the same domain as its training data. 

4. The results of each clustered neural network are combined. 
To group the samples from the attribute (input) in small sets, 

the k-means algorithm is applied. The k-means can map 
patterns from the data and group them according to their 
similarity. The similarity is defined based each sample’s 
proximity to a reference point - center of each cluster group – 
based on (1); and the number of sets to be created by the k-mean 
is defined based on the Elbow method. 

 Let be the center of a cluster group;  is the distance 

from the sample pth in the database to the center of group k. 
 

         (1) 

 

The vector if for where  is the 

mean of the explanatory variable i within the k group; is the 

sample pth in the explanatory variable i. 
To develop the network system, a deep neural network is 

used to train each set of the clustered data (clustered neural 
network). Each clustered neural network is tested with filtered 
samples; the filtering process of the test data consists of assign 
each sample from the test data to the appropriate clustered 
neural network so that the test subset match the domain of the 
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data subset used to train each clustered neural network model. 
This is done by calculating the Euclidean distance of each 
sample from the test data to the centers of each subset from the 
training data defined with the k-mean, as in (2): 

 

         (2) 

 
where is the instance from the test dataset,  in the 

explanatory variable i; is the distance from the 

instance to the center of the cluster group defined by the k-
mean. 

The outputs of each clustered model are combined and the 
performance of the network system is evaluated. Fig. 1 
describes the whole process of the proposed method, starting 
from clustering up to the combination of the outputs. 

 

 

Fig. 1 Clustered Neural Network, flowchart of the proposed method 

C. Neural Network Definition and Characteristics 
The topology of the neural network (deep neural network) is 

defined based on trial-and-error process. The one which shows 
the best result is selected. Since the goal is to predict the 
accident risk events, the accidents are treated as binary data, 
therefore, the loss function is the binary cross-entropy, and the 
activation functions are ReLU and Sigmoid for the hidden 
layers and the output layer, respectively. The model uses the 
early stopping to avoid the overfitting and allows the model to 
have good generalization. 

D. Model Performance Evaluation Metrics 
The model performance is evaluated based on two metrics: 

 Receiver Operator Characteristic Area Under the Curve 
(ROC AUC), which describes the ability of the model to 
distinguish two different conditions, in this case accident 
risk-prone traffic condition from safe traffic condition. 

 Precision Recall Area Under the Curve (PRAUC), which 
describes the ability to predict the phenomenon of interest, 
in this case the traffic accident events.  

III.  DATA DESCRIPTION AND PROCESSING 

A. Data Description 
The data were collected from 2009 to 2018 in two 

expressways in Japan; the Toumei Expressway and Syutokou 
Expressway. The data were collected every 5 minutes at the 
segment level of each section in the respective expressway. An 
example of road section is shown in Fig. 16, and the details are 
summarized in Table IV, see in the Appendix; they refer only 
to Toumei Expressway. The data consist of traffic volume, 
travelling speed, occupancy, and the accident events.  

Considering the time interval of 5 minutes, the traffic volume 
is defined as the number of vehicles passing through the sensor 
point on the road segment. Travelling speed is the average 
speed of all vehicles passing through a sensor point within the 
time interval. Occupancy is the proportion of time that the 
sensor is occupied by a vehicle in the time interval. The 
response variable, accident events, was collected as an 
aggregate number of all accident events that occurred within the 
section in the time resolution.  

B. Data Processing 
Each expressway was processed separately. It means, two 

different databases are available for this study. However, they 
consist of same variables and same data collection method. 

While the explanatory variables were collected at the 
segment level, the response variable was collected at the section 
level. Therefore, to allow all variables (explanatory and the 
response) in the same space resolution, each explanatory 
variable was averaged in the section level based on (3), see also 
Fig. 2, resulting in the averaged traffic volume, averaged 
traveling speed, and averaged occupancy in the section within 
the 5-minute time interval. 

 

          (3) 

 
where,  is the explanatory variable at the segment level j 

and time interval t;  is the average of the explanatory 
variable in the section within the time interval . 

Since the averaging process of the explanatory variables 
leads to a loss of information in the explanatory variables, to 
alleviate this loss, the standard deviation of each explanatory 
variable within the section was calculated based on (4):  

 

       (4) 

 
The response variable (traffic accident) is treated as binary 

data, taking 1 if at least one accident was observed in the section 
within the time interval, zero otherwise. 

C. Data Split for Neural Network Analysis 
To perform the analysis, each database was divided into two 

sets:  
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 Training dataset consists of observations from day 1 to day 
20 of each month within the 10 years (2009 to 2018).  

 Test dataset consists of observations from day 21 to 31.  
Table I shows the size of the dataset after splitting, only for 

Toumei Expressway. 
 

 
Fig. 2 Attributes transformation from the segment resolution to the 

section resolution 
 

TABLE I 
TOUMEI EXPRESSWAY TRAINING AND TEST DATA SET 

Data Division Data 
Volume 

Accident (Binary) 
Number Ratio (%) 

Training dataset 2,511,094 4,073 0.16 
Test dataset 1,315,745 2,322 0.18 

TOTAL (Data) 3,826,839 6,395 0.17 

IV. K-MEANS CLUSTERING  

A. Number of Clusters Groups: Attribute Patterns in the 
Training Dataset 

Cluster analysis is an unsupervised technique used to group 
samples based on their intrinsic characteristic. The data 
clustering principal is to maximize intra-class similarity and 
minimize inter-class similarity [36]. The optimal number of 
clustered groups to be generated is defined based on the Elbow 
method, which consists of the evaluation of the decreasing 
monotonic curve of dispersion within the cluster. The more the 
number of groups, the smaller the dispersion; however, the 
point beyond which the increases in number of the groups 
implies a smaller reduction in the dispersion is the optimal 
number of cluster groups [37]. For each training dataset, the 
Elbow method was applied and three group - attribute patterns
- were identified, as shown in Fig. 3. 

B. Characteristics and Distribution of the Attribute Patterns: 
Toumei Expressway 

Table II and Fig. 4 show an unbalanced distribution of the 
patterns in the attribute variable of the Toumei Expressway. 
And the minority group “Pattern C2” accounts for the large 
number of all accident events.

C. Characteristics and Distribution of the Attribute Patterns: 
Syutokou Expressway  

Different than the Toumei Expressway, in Syutokou 
Expressway, the attribute patterns are evenly distributed, as in 
Table III and Fig. 5. 

 

 

Fig. 3 Number of clustered groups defined based on Elbow method 
 

TABLE II 
ATTRIBUTE PATTERNS DISTRIBUTION IN TOUMEI TRAINING DATASET 
Models 

(Patterns)
Sample volume Target 

(Accident binary)Volume Ratio 
Pattern C1 866,042 0.345 837 
Pattern C2 226,984 0.090 2,279 
Pattern C3 1,418,068 0.565 957 
Full data 2,511,094 1 4,073 

 

 

Fig. 4 Attributes pattern distribution in the training dataset 
 

TABLE III 
ATTRIBUTE PATTERNS DISTRIBUTION IN SYUTOKOU TRAINING DATASET 

Models 
(Patterns) 

Sample 
Target Volume Ratio 

Pattern dt-0 226,136 0.327 996 
Pattern dt-1 221,191 0.320 2,322 
Pattern dt-2 243,873 0.353 896 

Full data 691,200 1 4,214 
 

 

Fig. 5 Attributes pattern distribution in the training dataset 

D. Attribute Patterns vs. Traffic Stream Relationship 
An important aspect that can be observed is that the groups 

of the attribute patterns generated by the k-means match the 
traffic stream characteristics (traffic condition), see Figs. 6 and 
7. The Pattern C3 and Pattern dt-2 correspond to the free-flow 
traffic condition; Pattern C2 and Pattern dt-1 correspond to the 
congested condition; and Pattern C1 and Pattern dt-0 
correspond to transition from the free-flow to congested 
condition, respectively. 

  

Segments at each IC (j) 

5 
m
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 (t

)  

Original data 
Final 
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Fig. 6 Relationship between the attributes pattern distribution and the 
traffic stream condition – Toumei Expressway 

 

 

Fig. 7 Relationship between the attributes pattern distribution and the 
traffic condition – Syutokou Expressway 

V. TRAFFIC ACCIDENT PREDICTION MODEL DEVELOPMENT 

A. Neural Network Model Architecture 
To develop the traffic accident prediction model, ensemble 

neural networks were developed for each clustered data, and the 
outputs from the ensemble neural networks were combined. 

The neural network used for modeling Toumei Expressway 
data is a deep neural network (deep learning) with 6-16-6-1 
nodes in the input layer, first and second hidden layers, and 
output layer, respectively. The model was trained with 100 
epochs, the early stopping is considered to terminate the 
training process when the overfitting starts to occur. 

For the second experiment, Syutokou Expressway traffic 
data, the topology of neural network consists of 6-11-6-1 nodes, 
in the input layer, first and second layers, and output layer, 
respectively. The model was trained with 100 epochs, the early 
stopping is considered to terminate the training process when 
the overfitting starts to occur. 

B. Results 

 Toumei Expressway Results of Each Clustered Data 
The clustered neural network trained with data set “Pattern 

C1” – which correspond to Free-Flow traffic condition, showed 

the best performance when the ROC-AUC is the evaluation 
metric, see Fig. 8. On the other hand, the ability to predict the 
accident events is higher on the ensemble member trained with 
the “Pattern C2” – the Congested traffic condition, see Fig. 9  

 

 

Fig. 8 Ability to distinguish between the accident-prone traffic 
conditions from safe traffic condition (ROCAUC) for each clustered 

dataset (ensemble member) 
 

 

Fig. 9 Ability to predict accident occurrence for each clustered 
dataset (ensemble member) 

 Toumei Expressway Result of the Combined Output 
Combining the output of each ensemble neural network, the 

result is compared with the standard neural network model. The 
standard neural network model consists of training the neural 
network with “Full data”, it is, without clustering. 

 

 

Fig. 10 Comparison between the proposed method and the standard 
method on the ability to distinguish between the accident-prone 

traffic conditions from safe traffic condition 
 

The result of the comparison shows: The ability of the both 
methods, in regard to distinguishing between accident-prone 
traffic conditions from the safe traffic conditions (ROCAUC), 
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is comparable; no notable difference can be observed between 
them, see Fig. 10. On the other hand, the proposed method, 
combined output of the ensemble neural networks, outperforms 
the standard neural network with respect to the ability to predict 
the accident (PRAUC), as in Fig. 11.  

 

 

Fig. 11 Comparison between the proposed method and the standard 
method on the ability to predict accident occurrence 

 Syutokou Expressway Results of Each Clustered Data 
The result of each ensemble neural network shows that, with 

respect to ROCAUC, the ensemble member trained with 
“Pattern dt-0” – free-flow traffic – had better performance, see 
Fig. 12. On the other hand, with respect to PRAUC, the 
ensemble member trained with “Pattern dt-1”, congested traffic 
condition, had better performance compared to others ensemble 
neural networks, as shown in Fig. 13. 

 Syutokou Expressway Result of the Combined Output 
Comparing the combined output method with the standard 

method, the results from both metrics, ROCAUC and PRAUC, 
show almost the same performance, see Figs. 13 and 14  

 

 

Fig. 12 Ability to distinguish between the accident-prone traffic 
conditions from safe traffic condition from each clustered dataset 

C. Discussion of the Results 
When the performance of the model is evaluated based on 

ROC AUC, the results show that there is no considerable 
difference between the proposed method (combined output 
from the ensemble neural networks) and the standard method 
(neural network trained with the full data). 

 

 

Fig. 13 Ability to predict accident occurrence from each clustered 
dataset 

 

 
Fig. 14 Comparison between the proposed method and the standard 

method on the ability to distinguish between the accident-prone 
traffic conditions from safe traffic condition (ROCAUC) 

 

 

Fig. 15 Comparison between the proposed method and the standard 
method on the ability to predict accident occurrence (PRAUC) 

 
When the performance is evaluated based on PRAUC, the 

results show that the proposed method outperforms the standard 
method. This suggests that, the proposed method can correctly 
predict a large number of accident events than it can be done 
applying the standard method, as in Fig. 11. The proposed 
method (ensemble neural networks) has the advantage to 
develop different sets of the neural models, each for an 
appropriate data domain (group of attribute patterns); this 
allows each ensemble member to minimize the generalization 
error caused by the unbalanced distribution of the input patterns 
attributes which a unique neural network would face if the 
whole training dataset was used to train a model. However, Fig. 
15 shows a comparable performance between the proposed 
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method and the standard method, with respect to the ability to 
predict accident occurrence, PRAUC, this result is contrary to 
the one on Fig. 11; the reason of this is because the input 
patterns attributes (dt-0, dt-1 and dt-2) in training dataset of 
Syutokou Expressway are evenly distributed, see Fig. 5; 
therefore, since there is no attribute pattern which is dominant 
in the whole training dataset, the samples from each pattern are 
treated equally even when the standard neural network is used 
to develop the model; thus, the generalization error caused due 
to the unbalanced distribution of the input patterns is minimum. 
This fact makes both methods’ (combined output of the 
ensemble neural networks and standard neural network) 
performance almost the same. 

VI. CONCLUSION 
This study argues that unbalance distribution in the input of 

the attribute patterns in the training dataset hinders the neural 
network ability to make accurate predictions. To improve the 
predictive ability of the model, a combination of k-means with 
the neural network has been proposed. The k-means is applied 
to cluster the training data into small training sets. Each set 
corresponds to a specific traffic stream characteristic. For each 
training set a neural network is developed; the study’s major 
findings are: 
 The ability of the neural network to distinguish between the 

accident-prone traffic condition and safe traffic condition 
increases when the traffic stream tends toward road 
capacity (e.g., Pattern C1 for Toumei Expressway and 
Pattern dt-0 for Syutokou Expressway); however, under the 
free-flow traffic condition (e.g., Pattern C3 for Toumei 
Expressway and Pattern dt-2 for Syutokou Expressway), 
this ability deteriorates. 

 The ability to predict the accident events increases when 
the traffic stream tends toward congested condition, and is 
lower when the traffic stream is under the free-flow 
condition. 

 The combined output of the ensemble neural networks 
improves the accident occurrence predictive ability of the 
neural model only when the attribute patterns in the 
training dataset are highly unbalanced, otherwise, the 
combined output of the ensemble neural network will have 
almost the same performance as the standard neural 
network.   

APPENDIX 
TABLE IV 

SUMMARY OF THE TOUMEI EXPRESSWAY 

ID Sections Length 
(km) 

Number of segments in 
the section 

 Tokyo IC―Yokohama IC 19.7 12 
 Yokohama IC  Atsugi IC 15.3 8 
 Atsugi IC Ooimatsuda IC 22.9 12 
 Ooimatsuda IC Gotenba IC 25.8 12 

 

 

Fig. 16 Section in Toumei Expressway, Tokyo – Japan 
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