
 

 

 
Abstract—The advancement of computer-aided design helps the 

medical force and security force. Some applications include 
biometric recognition, elderly fall detection, face recognition, cancer 
recognition, tumor recognition, etc. This paper deals with different 
machine learning algorithms that are more generically used for any 
health care system. The most focused problems are classification and 
regression. With the rise of big data, machine learning has become 
particularly important for solving problems. Machine learning uses 
two types of techniques: supervised learning and unsupervised 
learning. The former trains a model on known input and output data 
and predicts future outputs. Classification and regression are 
supervised learning techniques. Unsupervised learning finds hidden 
patterns in input data. Clustering is one such unsupervised learning 
technique. The above-mentioned models are discussed briefly in this 
paper. 

 
Keywords—Supervised learning, unsupervised learning, 

regression, neural network. 

I. INTRODUCTION TO CLASSIFICATION SYSTEM 

HE recent advancements in computing, machine learning, 
and image recognition have a significant impact on the 

automatic detection of various diseases. Several screening 
approaches are now used to detect suspicious diseases. 
Computer-Aided Diagnosis (CAD) is able to assist doctors in 
understanding medical images, allowing for cancer diagnosis 
with greater accuracy, which is critical for patients. It has been 
demonstrated that Deep Convolutional Neural Networks 
(DCNN) are effective at image classification, object detection 
and other visual tasks. They have had a lot of success with 
applications for medical imaging. 

The sciences of biology and medicine have greatly 
benefited from computational methods. These methods aid 
medical professionals in early anomaly diagnosis and 
successful therapy. This paper discusses various health care 
applications that can be solved using CAD. The architecture of 
all those applications follows the same procedure. 

A. Conventional Architecture 

The traditional architecture of any classification system 
follows the same procedure. Supervised learning trains the 
dataset before testing. Hence, the dataset is divided into 
training and testing sets. In both training and testing, there are 
four important phases. They are preprocessing, segmentation, 
feature extraction, and classification. This section briefly 
discusses all these phases. Machine learning feature extraction 
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and classification are elaborated in [1]. Fig. 1 shows the 
conventional architecture of the classification model. 

Data Splitting 

The dataset is split into training and testing tests. The 
splitting is done in a random ratio. Most of the classification 
systems follow an 80:20 ratio for training and testing. Other 
ratios are 90:10, 70:30, 60:40, and 50:50. The larger the 
training dataset, the more accurate the classification will be. 
But a good classification system should give accurate results 
even with less training. 

Pre-Processing 

Pre-processing is first carried out to enhance the caliber of 
image visualization. Each digital image should be evaluated 
for its common components, such as noise, background, 
brightness, blur, intensity changes, etc., after being taken and 
before algorithm applications are launched. Pre-processing is 
an excellent way to complete this activity. The performance of 
the classification system is enhanced by this step. 

Segmentation 

The process of segmenting an image into objects or groups 
is called segmentation. The affected area in medical images 
should be subdivided to determine whether a disease is 
severely affecting a patient. The four main types of image 
segmentation are clustering-based segmentation, region-based 
segmentation, edge-based segmentation and mask R-CNN. 

Region-Based Segmentation 

In region-based segmentation, the regions into which the 
objects are divided are determined by a threshold value(s). 
Both a global and local threshold could exist. This strategy 
works particularly well when there is a lot of contrast between 
the object and the background. The main disadvantage is that 
it becomes extremely challenging to obtain precise segments 
when there is no discernible grayscale difference or an overlap 
of the grayscale pixel values. 

Edge-Based Segmentation 

This technique employs discontinuous local aspects of an 
image to identify edges and subsequently determine the 
object's border. Images benefit from having stronger object 
contrast. When there are too many edges in the image or when 
there is less contrast between objects, edge-based 
segmentation is not appropriate. 
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Fig. 1 Conventional Architecture of Classification Model 
 

Clustering-Based Segmentation 

With this technique, the image's pixels are separated into 
homogeneous clusters. It produces nice clusters and performs 
exceptionally well on tiny datasets. The main disadvantage is 
the very long and expensive computation time. One approach 
that is unsuitable for grouping non-convex clusters is K-
means. 

Mask R-CNN 

Each item in the image receives three outputs from this 
method: the class, bounding box coordinates, and object mask. 
It is easy to use and adaptable. Additionally, it represents the 
state-of-the-art in image segmentation. The approach has a 
long training period. 

Feature Extraction 

The technique of turning raw data into useful features that 
can be handled easily in the further processing is known as 
feature extraction. It improves the performance of the method 
rather using the raw data directly.  

Feature extraction can be accomplished manually or 
automatically: 
• Manual feature extraction includes defining the 

characteristics that are pertinent to a particular issue and 
putting in place a method to extract those features. Having 
a solid grasp of the context or domain can often aid in 
making decisions about which characteristics might be 
helpful. Engineers and scientists have created feature 
extraction techniques for images, signals and text through 
many years of research. 

• Without requiring human input, automated feature 
extraction uses specialized algorithms or deep networks to 
automatically extract features from signals or images. 
When you need to go from collecting raw data to creating 
machine learning algorithms quickly, this method can be 
quite helpful.  

The first layers of deep networks have largely taken the 

position of feature extraction with the rise of deep learning, 
albeit mostly for image data. Prior to developing powerful 
prediction models for signal and time-series applications, 
feature extraction continues to be the first hurdle that demands 
a high level of knowledge. 

A vector containing a list of features is created by the 
feature extraction algorithm. This creates a reliable 
representation of the item and is known as a "feature vector," 
which is a 1D array. It is crucial to note that the 1D array only 
represents one feature. The ability to repeat a feature is a 
crucial quality. The feature should actually be able to 
recognize items in general, not just this one in particular. As a 
result, in real-world problems, the feature will not be a perfect 
replica of the component in the input image. This feature will 
not be duplicated in another object. Rather, it appears to have 
features that are comparable to every feature in the training 
dataset. When the feature extractor encounters a large number 
of related items, regardless of where they appear in the image 
or what kind of object they are, it detects patterns that define 
the object in general. 

Classification 

Image classification is a complicated process that depends 
on various factors. This phase classifies the features into 
classes. There have been several classifier models introduced 
so far [2]. 

II. HEALTHCARE APPLICATIONS 

Here are some important healthcare applications that can be 
diagnosed if they are treated earlier. The machine helps to 
identify the disease quickly and earlier than human identifies. 

A.  Brain Tumor Detection 

The primary method for early tumor diagnosis and 
treatment planning is brain tumor segmentation. Although 
there are a number of brain tumor segmentation methods, 
effective tumor segmentation methods are still difficult to 
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utilize because brain tumor images have complex properties. 
Along with tumor heterogeneity, tumor borders can also be 
complicated and ill-defined aesthetically. Doctors analyze 
brain tumors, but depending on the doctor's level of skill, their 
grading results in varied conclusions. 

A diverse range of central nervous system neoplasms that 
develop inside or around the brain is called brain tumors [3]. 
Additionally, the symptoms of the patient, surgical treatment 
alternatives, and the possibility of receiving a conclusive 
diagnosis are all significantly impacted by the tumor's location 
within the brain. The risk of neurological toxicities that affect 
the patient's quality of life is also significantly altered by the 
tumor's location. Currently, imaging is only used to find brain 
tumors after the beginning of neurological symptoms. Even in 
people who are known to be predisposed to certain types of 
brain tumors due to their genetic makeup, no current early 
detection methods are available. 

The World Health Organization (WHO) modified the 
current histopathological classification systems in 1999 [4]. 
These classifications, which are based on the assumed cell of 
origin of tumors, have been in use for nearly a century. 
Although they are satisfactory in many ways, neither provides 
the precise guidance that patients and doctors would need or 
expect when making therapeutic decisions about a given 
patient's tumor activity. The main methods for proving that 
neurological symptoms are brought on by a brain tumor are 
current imaging techniques, which provide thorough 
anatomical delineation. 

A medical procedure known as Magnetic Resonance 
Imaging (MRI) allows radiologists to see into the human body 
without having to perform surgery. MRI offers a wealth of 
knowledge about human soft tissue, which aids in the 
identification of brain cancers. For computer-aided clinical 
tools to accurately diagnose brain cancers, MRI images must 
be segmented accurately [4]. Tumors are categorized as 
malignant or benign after proper segmentation of brain MR 
images, which is a challenging task due to the complexity and 
variety of tumor tissue characteristics such as shape, size, gray 
level intensities and location. 

B. Diabetic Retinopathy 

Prior to the patient experiencing more severe symptoms, 
Diabetic Retinopathy (DR) can damage the retina's blood 
vessels. The damage to the retina is not uniformly distributed, 
so a patient with DR will have a different relationship between 
their pupil's response to a light stimulus on the retina's center 
and on its periphery than a healthy individual would. Retinal 
pictures, or images of the ocular fundus, can help in the 
diagnosis and treatment of ophthalmic, retinal, and even 
systemic disorders like diabetes, hypertension, and 
arteriosclerosis. Early diagnosis and screening of DR can be 
aided by automatic lesion detection in retinal pictures. 
Exudates are the DR's main symptom. Therefore, the primary 
prerequisite for diagnosing the development of DR is the 
identification of exudates. 

It might be difficult to identify DR early because patients 
will not have any symptoms until visual loss starts to happen. 

DR is a degenerative condition that progresses from Non-
Proliferative Diabetic Retinopathy (NPDR) to Proliferative 
Diabetic Retinopathy (PDR). The initial stage of DR is known 
as NPDR, while the most advanced stage is known as PDR. 
This can be found during the annual screening process for 
diabetic individuals looking for any indication of NPDR. 
Fundus photography has been proven to be the most reliable 
method of retinopathy screening. In the majority of developing 
nations, there are not enough experts in remote areas to 
conduct ophthalmologists' examinations of diabetic patients as 
part of screening programs. 

NPDR is an early indicator of DR and is often referred to as 
background retinopathy. The mild NPDR that precedes the DR 
typically has little impact on vision. Exudates (EXs), a 
condition in which proteins such as lipoproteins or other 
substances seep from blood vessels in the retina, impair vision. 
EXs come in two different types: hard EXs (yellow dots seen 
in the retina) and soft EXs (pale yellow or white areas with ill-
defined edges).  

C. Glaucoma Detection 

A condition known as glaucoma affects the eyes by raising 
intraocular pressure, which in turn damages the optic nerve. 
This condition is brought on by the release of too much fluid 
into the eye. Permanently harming the retina and the optic 
nerve can reduce eyesight. If it is not discovered sooner, it will 
result in blindness. Since it commonly advances without 
showing any signs, glaucoma is a severe eye disorder that 
causes vision loss. Finding early glaucoma requires a 
suspicious infection of the optic nerve and is challenging. In 
comparison to digital fundus images, the diagnosis of 
glaucoma using Optical Coherence Tomography (OCT) and 
Heidelberg Retinal Tomography (HRT) is relatively expensive 
[5], [6]. It is simple to identify glaucoma-suspicious 
characteristics in fundus images, such as the optic disc and cup 
[7]-[9]. 

The two types of glaucoma detection are primary open 
angle glaucoma and secondary glaucoma. When glaucoma is 
discovered at a relatively young age, the condition is known as 
primary open angle glaucoma. It is secondary glaucoma if it is 
discovered later on. A stereo optic disc image is used by an 
Optic Nerve Head (ONH) to detect structural abnormalities in 
glaucoma. Stereo images are used to create the stereo optic 
disk images, which create the illusion of cup depth. This depth 
is a crucial glaucoma warning sign. 

Monocular stereo optical images have been extensively 
studied. By generating the ONH depth map using stereo- 
matching techniques, these images are used to ascertain the 
alterations in the optic nerve [10], [11]. The Cup-to-Disc Ratio 
(CDR), a metric that is frequently used to detect elongation of 
the optic cup and loss of the neuro-retinal rim, is calculated 
from the optic disc and cup.  

D. Mammogram Abnormalities 

One of the most common malignancies in women is breast 
cancer, and it has one of the highest fatality rates [12]. Early 
cancer detection has the potential to save human lives. 
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Because mammography takes an image of the breast tissue, it 
is a great help to medical science. The doctor can identify 
breast cancer early thanks to this help. Consequently, 
mammography serves as a screening technique for finding 
breast cancer. The cluster of calcifications is the first sign of 
breast cancer. 

In the breast tissue, microcalcification typically refers to a 
minute calcium deposit. The morphology of this calcium 
deposit can be round, lobular, specular, or asymmetrical. 
These microcalcifications appear as tiny granules on a 
mammogram, and it is quite challenging for the doctor to 
precisely pinpoint where they are. One study found that 
between 10% and 40% of microcalcifications are ignored by 
clinicians [13]. However, if the system is properly educated, 
computers can easily detect irregularities. An efficient CAD 
system can assist doctors in earlier cancer detection by 
utilizing cutting-edge image processing techniques [14]. The 
segmented mammography image in [15] is identified using an 
Extreme Learning Machine (ELM) classifier, and three 
distinct features are derived from it. 

In the literature, a number of CAD systems have already 
been reported [13]-[15]. The majority of the current systems 
have high false positive and false negative rates. As a result, 
there is always a need for a CAD system to detect breast 
cancer. 

E. Fall Detection 

The occurrence and detection of falls in the elderly are 
increasing. This requires researchers and healthcare 
professionals to create an efficient method in order to detect 
and prevent these uncertain situations. The WHO stated that 
the effects of falls are growing worldwide [16]. From their 
report, it is clear that around 28-35% of people of age 65 fall 
every year, and within that, 32-42% of people are of age 70. 
The fall rate increases as the number of elderly people 
increases. More than one of every five people in a group will 
likely be 65 or older by 2050, on average. This is likely to 
encourage a higher fall rate.  

In order to prevent elderly falls, fall detection systems must 
be developed. A keyframe-based fall detection system for 
aged care systems is introduced in 2021 [17]. Following this, 
an effective fall detection approach using correlation and 
motion history images is developed [18]. The environment, a 
person's conduct and a person's characteristics all have a role 
in the causes of falls. Assistance is required to prevent the 
emergence of these variables.  

F.  Lung Cancer Detection 

According to WHO statistics, cancer was the major cause of 
8.8 million deaths worldwide in 2015 [19]. Lung cancer 
accounted for 1.69 million, or close to 20%, of all deaths. 
Because cancer is most effectively treated when discovered in 
its early stages, cancer screening is crucial to preventative 
healthcare. Malignant lung nodules frequently have 
lobulations, spiculated contours and inhomogeneous 
attenuation in their appearances. Currently, lung cancer 
screening with Low Dose Computed Tomography (LDCT) is 

quite significant.  
For those in high-risk groups, LDCT screening is advised 

because it has decreased lung cancer fatalities. Standard 
dosage Computed Tomography (CT) may be used to further 
analyze the outcomes of LDCT screening. The 
implementation of LDCT screening is hampered by a number 
of issues, including providers' concerns about access to the 
necessary equipment and potential cost constraints on rural 
populations. Rural people also have limited access to 
specialists and primary care doctors. On the other hand, rural 
communities have easy access to chest x-rays. However, 
compared to LDCT or CT scans, chest x-rays provide images 
of inferior resolution; as a result, a lower quality diagnosis is 
typically anticipated. 

G. Skin Cancer Detection 

One of the most difficult problems facing modern medicine 
is cancer [20]-[22]. It starts when cells in a certain area of the 
body expand wildly and uncontrollably. The nutrients from the 
healthy, strong cells are taken up by these cancer cells. As a 
result, the body becomes weaker and the immune system is no 
longer able to defend the body against diseases. These cancer 
cells may spread to other regions of the body from the affected 
part. The liver, lung, bone, breast, prostate, bladder, and 
rectum are just a few of the body parts that can be impacted by 
cancer. The skin is another area that can be affected. 

Melanoma and non-melanoma skin cancers can be divided 
into two categories [23], [24]. In 2017, there were 132,000 
cases of melanoma and between two and three million cases of 
non-melanoma skin cancer worldwide, according to WHO 
estimates [24]. The fastest-growing form of skin cancer and 
the one that results in the most fatalities is melanoma. In 
general, radiation therapy, chemotherapy, immunotherapy, 
etc., or their combinations, can cure all types of skin cancer. 
However, the effectiveness of the treatment plan depends on 
how quickly patients are identified and treated. 

The ABCD rule (Asymmetry, Border, Colour, Diameter) 
[25] is used to identify melanoma skin cancer. Color channel 
optimization [26]-[28], level set-based techniques [29], [30], 
iterative stochastic regions merging [31], deep learning with 
convolution neural networks [32]-[37] and other techniques 
are used to segment skin lesions. On the one hand, level set 
methods and segmentation techniques based on color channel 
optimization are typically not very accurate. Additionally, the 
results are influenced by various elements such as hairs and 
signs that have been marked with pens or rules, and these 
approaches are unable to accurately partition very low-density 
zones, among other things. On the other hand, modern deep 
learning-based techniques need a lot of training data and a lot 
of time and resources for computation. Furthermore, in order 
to generate final segmentations with high accuracy in 
supervised deep learning models, large-scale training data 
including the numerous parameters stated above is essential. 
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III. RESULTS DISCUSSION 

A. Segmentation Results 

This section discusses some of the graphical results 
obtained in health care applications discussed in the previous 
section. Fig. 2 shows the optic disc and cup segmentation of 
glaucoma detection results. 

 
Glaucoma Normal Glaucoma Normal 

   

   

(a)                        (b)                      (c)                       (d) 

Fig. 2 (a) and (b) Optic disc segmentation; (c) and (d) Optic cup 
segmentation 

 
It is observed that the size of the glaucoma affected cup is 

larger than the normal eyes. Fig. 3 shows the affected regions 
in mammogram images. The malignant and benign tumor 
regions are segmented in Fig. 4. 

 

 

(a) 
 

 

(b) 
 

 

(c) 

Fig. 3 Input and its Segmented Image: (a) Normal (b) Benign (c) 
Malignant Mammograms 

 

 

 

 

(a)                        (b) 

Fig. 4 Tumor Segmentation in MRI Images: (a) Original Image and 
(b) Segmented Image 

 
Fig. 5 shows the hard EXs s detection in eye images. Lungs 

and its segmented images are shown in Fig. 6. The skin cancer 
segmentation results are shown in Fig. 7. 

 

 

 

Fig. 5 Fundus images and the detection of hard EXs results 
 

 

Fig. 6 Original Lung and its Segmented Image 
 

 

Fig. 7 Skin Cancer Segmentation Results 

A. Performance Measures 

To analyze the performance of the segmentation methods, 
accuracy, Positive Predictive Value (PPV), Dice Similarity 
Coefficient (DSC), Jaccard Index (JI), Sensitivity and 
Specificity are used. Table I displays the formula for all the 
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metrics. 
 

TABLE I 
FORMULA FOR THE METRICS 

Measure Formula 

Accuracy 𝐴𝑐௥ ൌ
்௉ା்ே

்௉ା்ேାி௉ାிே
ൈ 100  

PPV 𝑃𝑃𝑉 ൌ  
்௉

்௉ାி௉
  

Sensitivity 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ൌ  
்௉

்௉ାிே
  

Specificity Specificity ൌ  
୘୒

ሺ୊୔ା୘୒ሻ
  

DSC 𝐷𝑆𝐶 ൌ
ଶൈ்௉

ி௉ାሺଶൈ்௉ሻାிே
  

JI 𝐽𝐼 ൌ
்௉

்௉ାி௉ାிே
  

B. Common Datasets 

This section discusses some of the common datasets used in 
each healthcare application. Most of the mentioned datasets 
are publicly available. Table II summarizes the common 
dataset of the discussed healthcare applications. 

TABLE II 
COMMON DATASETS 

Application Common Datasets 

Brain Tumor Detection 
BRATS 2012, 2013, 2014, 2015, 2016, 2017, 

2018, 2019, 2020 [38]

Glaucoma Detection 
RIM-ONE [39], ACRIMA [40], ORIGA [41], 

HRF [42], Drishti-GS1 [43], sjchoi86-HRF [44]
DR IDRiD [45], DRIVE [46], Messidor-2 [47] 

Mammogram 
Abnormalities 

MIAS [48], DDSM [49] 

Fall Detection 
Video-based Datasets: UP Fall [50], MobiFall 

[51], 
Lung Cancer JSRT [52], ChestX-ray14 [53, 54] 

Skin Cancer ISIC [55] 

 

Table III displays the common datasets used in brain tumor 
segmentation.  

 
TABLE III 

COMMON DATASETS IN BRAIN TUMOR DETECTION 

Dataset Description Accuracy (%) 

BRATS 2012 3875 training, 3875 testing 100 [56] 

BRATS 2013 4650 training, 1550 testing 92.2 [56] 

BRATS 2014 3000 training, 15500 testing 98.5 [56] 

BRATS 2015 
Size 240 x 240 x 155 

32,020 training and 24,180 testing 
99.09 [57] 

BRATS 2016 19032 non-glioma 15272 glioma 99.45 [57] 

BRATS 2017 210 images 99.54 [57] 

BRATS 2018 29605 training, 10320 testing 92.67 [58] 

 
TABLE IV 

COMMON DATASETS IN GLAUCOMA DETECTION 

Dataset Description Results 

RIM-ONE 
Size 2144x 1424 

85 are normal eyes, and 74 are 
glaucomatous eyes 

96.1% DSC for disc 
and 84.45% DSC 

for cup [59]
ACRIMA 396 glaucoma and 309 non-glaucoma 0.77 AUC [60] 

ORIGA 
Size between 1944×2108 and 

2426×3007 pixels. 
296 glaucoma and 724 non-glaucoma 

0.85 AUC [61] 

HRF 27 glaucoma and 18 non-glaucoma 0.95 AUC [60] 

Drishti-GS1 
2896 x 1944 

70 glaucoma and 31 non-glaucoma 

97.38% DSC for 
Disc and 88.77% 
DSC for cup [59]

sjchoi86-
HRF 

101 glaucoma and 300 non-glaucoma 0.85 AUC [60] 

 

TABLE V 
COMMON DATASETS IN DR 

Dataset Description Results 

IDRiD 516 images 0.95 AUC [62] 

DRIVE 33 normal and 7 abnormal 97.5% Accuracy [63] 

Messidor-2 1748 images 0.95 AUC [62] 

 

Tables IV and V give the common datasets and recent 
results obtained in Glaucoma detection and DR methods 
respectively. 

In Tables IV and V, AUC denotes Area Under ROC Curve. 
ROC is a Receiver Operating Characteristics which is plot 
between true positive rate and false positive rate. Tables VI 
and VII show the datasets and the results obtained by 
mammogram abnormalities detection and fall detection 
methods respectively. 

 
TABLE VI 

COMMON DATASETS IN MAMMOGRAM ABNORMALITIES 

Dataset Description Results 

MIAS 
322 images of size 1024 x 1024, 204 

normal 118 abnormal 
Accuracy 98.2% [64] 

DDSM 5282 training, 278 testing 0.85 AUC [65] 

 
TABLE VII 

COMMON DATASETS IN FALL DETECTION 

Dataset Description Accuracy (%) 

UP Fall 17 subjects 95.1 [66] 

MobiFall 24 subjects 99.12 [66] 

 

In Tables VI and VII, the accuracy is higher than 95%. It 
shows the performance of the good classification models. 
Tables VIII and IX show the common datasets and the results 
obtained by lung cancer and skin cancer detection methods 
respectively. 

 
TABLE VIII 

COMMON DATASETS IN LUNG CANCER 

Dataset Description Results 

JSRT 
247 images 

154 abnormal, 93 normal 
97.5 DSC [67] 

ChestX-ray14 112120 images 0.94AUC [68] 

 
TABLE IX 

COMMON DATASETS IN SKIN CANCER 

Dataset Description Results 

ISIC 23000 images 95% AUC [69] 

IV. CONCLUSION 

Researches are developing in the field of medicine over past 
few decades. This paper discusses some common health care 
applications. It also elaborates each phase in segmentation and 
classification models. An overview is given to the common 
datasets and the performance metrics used to evaluate the 
classification models. This paper helps the junior researchers 
in developing the best classification model for health care 
applications. It also guides to get the datasets for various 
applications. 
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