
 

 

 
Abstract—Identity theft has serious ramifications beyond data and 

personal information loss. This necessitates the implementation of 
robust and efficient user identification systems. Therefore, automatic 
biometric recognition systems are the need of the hour, and 
electrocardiogram (ECG)-based systems are unquestionably the best 
choice due to their appealing inherent characteristics. The 
Convolutional Neural Networks (CNNs) are the recent state-of-the-art 
techniques for ECG-based user identification systems. However, the 
results obtained are significantly below standards, and the situation 
worsens as the number of users and types of heartbeats in the dataset 
grows. As a result, this study proposes a highly accurate and resilient 
ECG-based person identification system using CNN's dense learning 
framework. The proposed research explores explicitly the caliber of 
dense CNNs in the field of ECG-based human recognition. The study 
tests four different configurations of dense CNN which are trained on 
a dataset of recordings collected from eight popular ECG databases. 
With the highest False Acceptance Rate (FAR)  of 0.04% and the 
highest False Rejection Rate (FRR)  of 5%, the best performing 
network achieved an identification accuracy of 99.94%. The best 
network is also tested with various train/test split ratios. The findings 
show that DenseNets are not only extremely reliable, but also highly 
efficient. Thus, they might also be implemented in real-time ECG-
based human recognition systems. 

 
Keywords—Biometrics, dense networks, identification rate, 

train/test split ratio.  

I. INTRODUCTION 

IOMETRICS has become a fundamental tool for user 
identification and authentication today, as it fully relies on 

a specific user. These are attributes that are unique to a 
particular user (for instance, finger print, hand geometry, face, 
iris, gait, keystroke, ECG, etc.), and can be employed to identify 
a user from the rest of the population. While most of the 
biometrics come with deficiencies like duplicity (finger print, 
iris, etc.), imitation (voice, gait, etc.), artificial disguise (face 
with makeup or surgery), ECG comes with several advantages. 
Its main advantage is being proof of aliveness that assures the 
physical presence of the user. Another advantage is that it is 
very difficult to counterfeit. Moreover, it gives information 
about the physiological and clinical states of the person 
concerned [1], [2]. 

The variations in potential generated by the excitable cells of 
cardiac muscles of the heart over time, manifest a series of 
waves, which is exhibited by the ECG. The depolarization of 
the two bottom chambers of the heart is depicted by the QRS 
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complex while their repolarization is reflected by the T wave. 
A healthy heart beats at a rate of 60-100 beats/min; although 
conditions like mental, physical, and age can alter it to some 
extent [3]. The physiological and geometrical attributes of ECG 
can reveal the identity of an individual [4]. These attributes 
come entirely from the person’s heart signature; such as cardiac 
muscle, its orientation, activation order, and conductivity [5]. 
Fig. 1 shows the ECG with its important parameters. 

 

 

Fig. 1 Important parameters of an ECG waveform 
 

ECG-based automatic user recognition systems have been 
approached with three techniques, namely, fiducial (dealing 
with fiducial points of the ECG waveform like onset and offset 
of a wave, intervals segment, etc.), non-fiducial (attributes 
based on ECG as a waveform, e.g., frequency characteristics) 
and hybrid (both fiducial and non-fiducial features). A recent 
development in this field is the implementation of Deep 
Learning (DL) approaches, especially CNN to extract features, 
and classify them to their respective categories. The main 
advantages of CNN are that it does not need hand-crafted 
features for classification and identification, and can be 
generalized for similar tasks, efficient for a large number of 
classes, and impressive classification accuracy. 

Person identification using ECG is an active research area as 
it offers inherent properties of permanence, universality, and 
uniqueness. The area is about two decades old when Biel et al. 
[6] first introduced it to identify 20 individuals using the 
fiducial approach. Slowly it gained momentum and several 
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mathematical algorithms over the years have been tried on it, in 
a quest to achieve outstanding results. Mathematical 
approaches like Discriminant Analysis [7], [8], Principal 
Component Analysis (PCA) [9], and Normalized Euclidean 
Distance [10] have been successfully implemented to identify 
individuals. Approaches like Wavelet Transform (WT) [11]-
[12], Discrete Cosine Transform (DCT) [3], [13], Ziv-Merhav 
Cross Parsing [14], Dynamic Time Warping (DTW), Fisher’s 
Linear Discriminant Analysis (FLDA) [15], Adaboost, Bagging 
classifier [16], Optimum patch forest [17], Random forest [18], 
Support Vector Machines (SVM) [19] and Artificial Neural 
Networks (ANN) [20], [21] have also shown promising results 
in human identification using ECG.  

With the emergence of the DL era, the last couple of years 
witnessed several studies of person identification using DL 
techniques. For instance, Page et al. [22] applied deep neural 
network (DNN) on ECG–ID data, while Wieclaw et al. [23] 
applied it on self-collected data, and achieved a classification 
accuracy of 99.93% and 96% respectively. Studies conducted 
by Zhang et al. [24], [25] applied CNN to self-collected data 
and attained an accuracy of 98.4%. Eduardo et al. [26] 
implemented a deep auto-encoder on a dataset acquired from a 
local hospital, while a CNN was applied by Labati et al. [27] on 
E-HOL-03-0202-003 (Intercity Digital Electrocardiogram 
Alliance - IDEAL) database and PTB Diagnostic ECG 
Database. In yet another study, 33 women were classified by a 
deep CNN using ECG obtained from OM signal apparel with 
an accuracy of 95.95% [28]. Other studies include DNN 
employed on the ECG-ID [29], deep LSTM used on PTB and 
ECG-ID [30], CNNs used on MITDB, FANTASIA, NSRDB, 
and QT-DB [31], Ensemble of Deep CNNs employed on 
NSRDB [32], [33], CNN applied on spectrograms generated 
from ECG signals of Fantasia and ECG-ID databases [34], etc. 
It is evident that most of the above studies explored various DL 
approaches for possible implementation in ECG-based user 
identification systems and stressed more on identification 
accuracy. Some of them were more dedicated to signal 
processing techniques viz. transforming the signals, conversion 
from 1D to 2D data, and so on to make them easily classifiable 
by the DL networks. While others were focused on the easy 
acquisition of data. But, these studies did not address issues like 
the efficiency of the networks when a large population of varied 
types of ECG is considered. Also, none of these studies went 
deeper into their implemented DL techniques and thus, could 
not address the reasons for the drop in identification rate 
properly.  

Various DL approaches that could be utilized for ECG-based 
user identification systems have been studied in the literature. 
However, none of them dug deeper into the models to solve the 
underlying technical flaws. Furthermore, the majority of the 
research relied on self-collected data and had a small number of 
participants. Others relied on two or three public ECG 
databases, which were unable to gather the vivid variations in 
an ECG waveform. A robust, dependable user identification 
system should be able to recognize all conceivable waveform 
changes both within and between classes. This necessitates a 
collection of recordings that include signals of both male and 

female participants over a wide age range. The dataset should 
include data from a variety of abnormalities collected over a 
lengthy period. Another shortcoming of the existing studies is 
that the precision of the identification was not adequate. 
Therefore, in the proposed study, the primary contributions are: 
1) To use CNN architectures based on a dense learning 
framework to develop a reliable and efficient user identification 
system. This study looked at four distinct dense network 
topologies and chose the highest performing model for 
investigating the impact of training/testing split ratio on the 
performance of the model. In addition, each layer of the 
network is thoroughly analyzed, and the number of learnable 
parameters is computed. Table VIII includes a full summary of 
the network's numerous operations at each layer. 2) To use a 
dataset that is a collection of all possible variations that an ECG 
waveform might have. This is done to ensure the robustness of 
the system. To achieve it, ECG data of various heart conditions, 
wide age range, and long-period records taken over several 
sessions have been considered from eight different public 
databases. 3) To achieve an unbeatable identification rate in a 
broad population of different types of ECG waveforms. 

The rest of the paper is organized as follows: Section II 
discusses the proposed method while Section III discusses the 
experimentation and implementation. Section IV presents the 
results with its discussions, while Section V provides a 
conclusion with future prospects of the study.  

II. METHODOLOGY 

The aim of the proposed study is to identify users using a 
robust and efficient CNN model employing dense learning 
framework. The presented approach consists of three stages: 1) 
dataset acquisition, 2) data pre-processing and 3) classification. 
Fig. 2 exhibits methodology of the proposed study.  

 

 

Fig. 2 Proposed Methodology of user recognition (Arch-Architecture 
model; URR-User Recognition Rate) 

A. Dataset Acquisition 

A dataset of ECG recordings from eight popular ECG 
databases, namely MIT-BIH Arrhythmia Database (MITDB) 
[35], MIT-BIH Normal Sinus Rhythm (NSRDB), Physikalisch-
Technische Bundesanstalt Diagnostic ECG Database (PTBDB) 
[36], QT Database (QTDB) [37], ECG-ID Database (ECG-ID 
DB) [38], Intracardiac Atrial Fibrillation Database (IAFDB), 
Creighton University Ventricular Tachyarrhythmia Database 
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(CUDB) [39], and MIMIC-II/III (Medical Information Mart for 
Intensive Care) waveform database which are available in 
Physionet ATM [40] is collected. The challenges observed in 
the recordings of both genders; wide age range; varied clinical, 
and physiological health conditions; and recordings of lengthy 
periods over several days, and weeks are also considered. Table 
I presents detailed information on the dataset acquired from the 
above-mentioned databases. 

 
TABLE I 

NUMBER OF USERS CONSIDERED FROM EACH DATABASE WITH THEIR 

DETAILS 

S.  
No. 

Database 
No. of  

subjects 
Gender: 

Male, Female 

Heart 
condition: 
Normal, 
Diseased 

Age  
range 

1 PTB DB 38 29, 9 4, 34 29-82 

2 NSRDB 13 3, 10 13, 0 20-45 

3 MITDB 10 5, 5 6, 4 24- 87 

4 QT-DB 13 9, 4 9, 4 32- 83 

5 IAF DB 7 4, 3 0, 7 58-81 

6 CUDB 20 Not provided 0, 20 Not Provided

7 ECG-ID DB 25 12, 13 19, 6 21, 49 

8 MIMIC-II/III 124 Not provided 0, 124 Not provided

B. Data Pre-processing 

In order to obtain uniform and equi-spaced sampled signal, 
the acquired dataset is resampled at 500 Hz. The resampled data 
have been filtered to get rid of power line interference (PLI), 
baseline wander (BLW) and electromyographic (EMG) noise 
with suitable filtering techniques for each database. The filtered 
signal then undergoes segmentation at 1000 samples per 
template (image) to be used for the dense CNNs. Figs. 3 (a)-(c) 
show specimens of the resampled signal, filtered signal and 
segmented signal, respectively.  

C. Classification 

In the proposed study, four network models based on the 
dense learning framework of CNN are investigated for 
classifying the ECG waveform images. The CNN are very 
successful in the task of classification and are one of the greatest 
innovations in the sphere of computer vision. It is called so 
because hidden layers of the networks are subjected to the 
operation of convolution. CNN has precisely earned its fame in 
the discipline of image processing and speech recognition. The 
hierarchy of features is instinctually learned by sequentially 
convolving the input signal with learnable kernels to carry out 
the task of classification/identification. It was first proposed by 
LeCun et al. [41] for recognizing ZIP codes, which was based 
on weight sharing [42] and extended by Wolpert et al. [43]. The 
greatest boons of CNN are that it does not require training hand-
crafted features, can be generalized for an analogous task, and 
employed for recognizing an enormous number of classes. 
CNNs comprise two basic sections namely, Feature Extraction 
and Selection section; and the Classification/Identification 
section. The operation of feature extraction is carried out in 
convolutional layers, whereas feature selection is carried out in 
pooling layers. The task of classification is pursued in fully 
connected (dense) layers. 

 

 

Fig. 3 (a) Specimen showing original and resampled signal from 
NSRDB 

 

 

Fig. 3 (b) Specimen showing unfiltered and filtered signal from 
NSRDB 

 

 

Fig. 3 (c) Specimen showing segmented signal of 1000 samples (1 
image or template) from NSRDB 

1. Convolutional Layer 

The convolutional layers extract the attributes from signals 
by convolving them with appropriate kernels. The numbers and 
size of the kernels (filters) to be used are decided by the 
designer of the network. The number of feature maps derived is 
equal to the number of kernels used. Starting from the top left 
corner, the kernel traverses element by element convolving over 
the signal until it reaches the top right corner. It, then, descends 
an element and starts over again. The operation of convolution 
is linear, and can be applied in 1 D, 2D or 3D mode. Equation 
(1) represents the convolution operation for 2D mode. 

 
𝑦ሾ𝑖, 𝑗ሿ ൌ ∑ ∑ ℎሾ𝑚, 𝑛ሿஶ

௡ୀିஶ
ஶ
௠ୀିஶ . 𝑥ሾ𝑖 െ 𝑚, 𝑗 െ 𝑛ሿ   (1) 
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where, x represents input image matrix and h represents filter 
matrix. The indices i and j are pixel positions of the image, 
whereas m and n are filter value positions, which usually lie in 
the range of -1 to 1. 

The outcome of the convolution operation is subjected to 
non-linear activation functions like sigmoid, tangent, 
hyperbolic or ReLU (Rectified Linear Unit Function). The most 
preferred activation function in CNN is ReLU which adds non-
linear behavior to the network [44]. It makes the network train 
faster, and is defined by, 

 
𝑓ሺ𝑥ሻ  ൌ  𝑚𝑎𝑥 ሺ0, 𝑥ሻ       (2) 

2. Subsampling/Pooling Layers 

The features maps obtained from convolutional layers are 
dimensionally reduced using subsampling/pooling layers. This 
is achieved by down-sampling the feature map to minimize 
learnable parameters and enhance faster training. Two 
approaches commonly used are Max-Pooling and Average 
Pooling, where maximum and average value respectively, of a 
subsection of feature map is selected for the next level. 

3. Fully Connected/Dense Layers 

The output of feature extraction and selection block is 
flattened into one dimensional array of numbers and applied to 
dense layers. Every input node of the dense layer is connected 
to the output node with a learnable weight. The output of every 
dense layer is again subjected to non-linear activation function, 
the ReLU. The last fully connected layer is followed by a soft-
max function. 

4. Proposed Dense Learning Based CNNs (DenseNets) 

In the present study, a couple of DenseNet architectures is 
explored to discover an efficient model for user recognition in 
terms of architectural complexity, training time required and 
prediction accuracy achieved. Efficient parameter usage, deep 
supervision and feature reuse are the assets of a DenseNet. In 
DenseNets, a layer l, has direct connections from all preceding 
layers, and thus receives input as feature maps from all 
preceding layers. Equation (3) explains the working of a 
DenseNet: 

 
  𝑋௟ ൌ  𝐻௟ ሺሾ𝑋଴, 𝑋ଵ, 𝑋ଶ … . 𝑋௟ିଵሿሻ       (3) 

 
where, 𝑋௟ is the output at a layer l, 𝐻௟ is any transformation (for 
instance, convolution followed by batch normalization and 
ReLU), […] is input at layer l and 𝑋଴, 𝑋ଵ, 𝑋ଶ … . 𝑋௟ିଵ are outputs 
at the respective layers [45]-[47]. 

In the proposed study, DenseNets are configured by varying 
the number of convolutional layers, concatenation layers and 
number of filters. Table II presents the details of each 
architecture explored.  

III. EXPERIMENTATION 

A. Dataset  

The proposed study attempts to recognize the ECG templates 
(images) of 250 users collected from eight popular ECG public 

databases. Table III gives the detailed figures of users 
considered in various heart conditions (ECG Beat Patterns).  

 
TABLE II 

ARCHITECTURAL LAYOUT OF THE DENSENETS EXPLORED IN THE PRESENT 

STUDY TO BE USED FOR USER IDENTIFICATION 

Sl. 
No.

DenseNet 
Architectures

Number of 
convolutional 

layers

Number 
concatenation 

layers 

Number of filters in 
each convolutional 

layer
1 Arch#1 5 3 3 

2 Arch#2 5 3 
16 in first 4 conv. 
Layers and 8 in 5th 

conv. layer
3 Arch#3 6 4 10 

4 Arch#4 6 5 10 

 
TABLE III 

NUMBER OF USERS FROM VARIOUS CATEGORIES OF ECG BEAT PATTERNS 

S. No. Type of heart beats Number of users 

1 Bundle Branch Block (BBB) 18 

2 Cardiomyopathy 10 

3 Ventricular Tachyarrhythmia (VA) 23 

4 Atrial Fibrillation (AF) 7 

5 Miscellaneous (Misc.) 141 

6 Normal 51 

B. Implementation Details  

The present study is implemented on MATLAB 2021a with 
an execution environment of GPU. User identification is carried 
out by all the four proposed network models. All the 4 models 
were tested for 120 users at first. The best performing model is 
then tested for 250 users as well. The weights of the proposed 
models are updated by backpropagation algorithm using 
Stochastic Gradient Descent (SGD) as the optimizing 
algorithm. Input size of 224 x 224 x 3 is considered, while hyper 
parameters like Minibatch size, learning rate, filter size and 
number of filters are set at 14, 0.0001, 3 x 3 and 10 for each 
convolution layer respectively. The dataset is split at a ratio of 
7:3 for training and testing for all the 4 models. 

C. Evaluation Metrics 

The networks are evaluated based on their performance 
measured with the following metrics: 
i) Identification Accuracy: Accuracy refers to how close a 

measurement is to the true label. In a set of measurements, 
it can be stated as: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
்௉ା்ே

்௉ା்ேାி௉ାிே
𝑥 100%      (4) 

 
where TP, TN, FP and FN denote true positive, true negative, 
false positive and false negative occurrences respectively. 
ii) Training time: It is the amount of time it takes to train a 

network with specific hyper-parameters on a given dataset. 
The best performing network is then tested for sensitivity, 
specificity, precision, FAR and FRR. 

iii) Sensitivity: The number of correctly categorized positive 
samples divided by the total number of positive samples is 
known as sensitivity, and it is represented mathematically 
as: 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑐𝑙𝑎𝑠𝑠 ൌ  ்௉

்௉ାிே
      (5) 

 
iv) Specificity: It is the number of correctly classified negative 

samples to the total number of negative samples and is 
given by: 
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑐𝑙𝑎𝑠𝑠 ൌ  
்ே

்ேାி௉
     (6) 

 
v) False Acceptance Rate (FAR): It is the percentage of 

negative samples that are categorized as positive. It is 
calculated as: 
 

𝐹𝐴𝑅 ൌ 1 െ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦        (7) 
 

vi) False Rejection Rate (FRR): The rate at which positive 
samples are categorized as negative samples is known as 
the FRR. It is expressed as: 
 

𝐹𝑅𝑅 ൌ 1 െ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦        (8) 
 

vii) Precision: It represents the ratio of positive samples 
classified correctly to the total number of samples that are 
predicted positive. It is given by: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
்௉

்௉ାி௉
              (9) 

IV. RESULTS AND DISCUSSIONS 
TABLE IV 

PREDICTION ACCURACY ON TRAINING & TESTING DATASETS AND TRAINING 

TIME REQUIRED BY THE PROPOSED NETWORKS FOR THE TASK OF USER 

IDENTIFICATION 
Sl.  
No. 

Network 
Overall training 

accuracy (%) 
Overall testing 
accuracy (%) 

Training  
time

1 Arch#1 99.70 99.42 136 mins 45s 

2 Arch#2 99.88 99.84 114 mins 52s 

3 Arch#3 99.82 99.80 119 mins 18s 

4 Arch#4 99.96 99.94 136 mins 41s 

 
TABLE V 

PREDICTION RATE (PR) OF VARIOUS TYPES OF ECG BEATS AS PREDICTED BY 

THE PROPOSED NETWORKS FOR THE TASK OF USER IDENTIFICATION 

Sl.  
No. 

ECG Beat  
Pattern 

Arch#1 
PR 
(%) 

Arch#2 
PR 
(%) 

Arch#3 
PR 
(%) 

Arch#4 
PR 
(%)

1 Normal 98.97 99.71 99.76 99.90 

2 BBB 99.87 100 100 100 

3 Cardiomyopathy 100 100 100 100 

4 VA 99.59 99.79 99.69 100 

5 AF 99.32 100 99.32 99.66 

6 Misc. 100 100 100 100 

 

The objective of the proposed study is to develop a resilient 
and efficient user-identification system that can identify various 
types of ECG beats of a large population accurately with a 
minimum training time. To implement the objective, four 
distinct dense networks were investigated whose architectural 
details are given in Table II. The results of the study are given 
in Table IV exhibiting the performance in terms of user 
identification rate on training and, testing datasets as well as 

training time required. The results of the prediction accuracy 
achieved by them in different ECG beat patterns are given in 
Table V. A bar graph showing the prediction accuracy obtained 
by all four proposed models is presented in Fig. 4, whereas Fig. 
5 presents a pie chart showing the training time required by each 
proposed network.  

 

 
Fig. 4 Prediction accuracy of testing dataset by the proposed 

networks 
 

 

Fig. 5 Training time required by the proposed networks 

A. Discussions on the Performance of Proposed DenseNet 
Models for User Identification 

As reported in Table II, the task of user recognition is carried 
out with the proposed DenseNets comprising of just five or six 
convolutional layers. It is seen from Tables II and IV that given 
the present specifications, neither the change in the number of 
convolutional and concatenation layers nor the change in the 
number of filters in the convolution layers has a significant 
impact on the performance of the networks. With the given 
specifications, the training time of all the networks is 
approximately the same. But, it is also seen that among all the 
models, Arch#4 predicts the users of both diseased and normal 
heartbeats with highest accuracy. Thus, Arch#4 is also analyzed 
for sensitivity, specificity, precision, FAR, and FRR. Fig. 6 
shows the line graph of the Sensitivity, Specificity, and 
Precision of Arch#4 while Table VI gives the FAR and FRR. 
As reported in the table, Arch#4 has an FRR of approximately 
2% and 5% for User No. 24 and User No. 93, respectively, 
which can be explained by the fact that one template from User 
No. 24 and two templates from User No. 93 are misclassified in 
the User No. 12 and the User No. 30, respectively. This also 
explains the reason for FAR of 0.02% and 0.04% for User No. 

99,1

99,2

99,3

99,4

99,5

99,6

99,7

99,8

99,9

100

Arch#1 Arch#2 Arch#3 Arch#4

99,42

99,84
99,8

99,94

Arch#1,
136 mins

Arch#2,
115 mins

Arch#3, 
119 mins

Arch#4,
136 mins
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12 and User No. 30, respectively. It is worth mentioning here 
that User No. 12 and User No. 24 belong to the diseased 
category whereas, User No. 30 and User No. 93 belong to the 
normal category of ECG.  

 

 

Fig. 6 Sensitivity, specificity and precision of Arch#4 
 

Fig. 7 shows the architectural layout of Arch#4. The effect of 
train/test split ratios is also studied for Arch#4 to rule out the 

possibility of overfitting and the results are presented in Table 
VII. 

The details of each layer of Arch#4 and their computations 
when trained for 250 users are given in Table VIII. A sample 
input image to the network is displayed in Fig. 8, along with its 
convolution with the kernels at the first convolution layer in 
Fig. 9.  

 
TABLE VI 

SENSITIVITY, SPECIFICITY, PRECISION, FRR AND FAR OF ARCH#4 

User No. Sensitivity Specificity Precision FRR FAR 

1-11 1 1 1 0 0 

12 1 0.9998 0.9767 0 0.0002 

13-23 1 1 1 0 0 

24 0.9762 1 1 0.023 0 

25-29 1 1 1 0 0 

30 1 0.9996 0.9545 0 0.0004 

31-92 1 1 1 0 0 

93 0.9524 1 1 0.0476 0 

94-120 1 1 1 0 0 

 
 

 
 

 

Fig. 7 Pictorial layout of Arch#4 CNN based on dense learning framework (X-input; X0, X1, X2, X3, X4 – feature maps at respective layers; 
Conv- Convolution operation, BN- Batch normalization, Mp- Max pooling; […]- Concatenation of feature maps) 
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TABLE VII 
PREDICTION RATE (PR) OF VARIOUS TYPES OF ECG BEATS AS PREDICTED BY THE PROPOSED NETWORK FOR THE TASK OF USER IDENTIFICATION 
Sl. No. Training dataset (%) Testing dataset (%) Training dataset accuracy (%) Testing dataset accuracy (%) Training time required 

1 90 (15120 frames) 10 (1680 frames) 99.82 100 84 mins 11s 

2 80 (13440 frames) 20 (3360 frames) 99.85 99.91 102 mins 10s 

3 70 (11760 frames) 30 (5040 frames) 99.96 99.94 136 mins 41s 

4 60 (10080 frames) 40 (6720 frames) 99.66 99.85 160 mins 55s 

5 50 (8400 frames) 50 (8400 frames) 99.95 99.89 198 mins 46s 

6 40 (6720 frames) 60 (10080 frames) 99.71 99.77 221 mins 11s 

7 30 (5040 frames) 70 (11760 frames, 98) 99.91 99.63 252 mins 38s 

8 20 (3360 frames) 80 (13440 frames) 99.95 99.21 287 mins 25s 

9 10 (1680 frames) 90 (15120 frames) 99.93 97.41 321 mins 32s 

 
TABLE VIII 

DETAILS OF VARIOUS LAYERS OF ARCH#4 

Layer No. Name of Layer Type Activations Learnables 

1 Input (224x224x3 images with ‘zerocenter’ normalization) Image input 224x224x3 - 

2 Conv_1 (10 3x3x3 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x3x10 
Bias          1x1x10

3 BN_1 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

4 relu_1 (ReLU) ReLU 224x224x10 - 

5 Concat_1 (Concatenation of 2 inputs along dimension 3) Concatenation 224x224x13 - 

6 Conv_2 (10 3x3x13 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x13x10 

Bias          1x1x10

7 BN_2 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

8 relu_2 (ReLU) ReLU 224x224x10 - 

9 Concat_2 (Concatenation of 3 inputs along dimension 3) Concatenation 224x224x23 - 

10 Conv_3 (10 3x3x23 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x23x10 

Bias          1x1x10

11 BN_3 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

12 relu_3 (ReLU) ReLU 224x224x10 - 

13 Concat_3 (Concatenation of 4 inputs along dimension 3) Concatenation 224x224x33 - 

14 Conv_4 (10 3x3x33 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x33x10 

Bias          1x1x10

15 BN_4 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

16 relu_4 (ReLU) ReLU 224x224x10 - 

17 Concat_4 (Concatenation of 5 inputs along dimension 3) Concatenation 224x224x43 - 

18 Conv_5 (10 3x3x43 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x43x10 

Bias          1x1x10

19 BN_5 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

20 relu_5 (ReLU) ReLU 224x224x10 - 

21 Concat_5 (Concatenation of 6 inputs along dimension 3) Concatenation 224x224x53 - 

22 Conv_6 (10 3x3x53 convolutions with stride [1 1] and padding ‘same’) Convolution 224x224x10 
Weights   3x3x53x10 

Bias          1x1x10

23 BN_6 (Batch Normalization with 10 channels) Batch Normalization 224x224x10 
Offset       1x1x10 
Scale        1x1x10

24 relu_6 (ReLU) ReLU 224x224x10 - 

25 Mp_1 (1x2 max pooling with stride [2 2] and padding [0 0 0 0]) Max Pooling 112x112x10 - 

26 Fc_1 (500 fully connected layer) Fully Connected 1x1x500 
Weights   1000x125440

Bias          1x1x10
27 Relu_7 (ReLU) ReLU 1x1x500 - 

28 Fc_2 (300 fully connected layer) Fully Connected 1x1x300 
Weights   750x1000 

Bias          750x1
29 Relu_8 (ReLU) ReLU 1x1x300 - 

30 Fc_3 (200 fully connected layer) Fully Connected 1x1x200 
Weights   500x750 

Bias         500x1
31 Relu_9 (ReLU) ReLU 1x1x200 - 

32 Fc_4 (120 fully connected layer) Fully Connected 1x1x120 
Weights   250x500 

Bias         250x1
33 Softmax (softmax) Softmax 1x1x120 - 

34 Classoutput (crossentropyex with 120 class) Classification Output - - 
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Fig. 8 An ECG-ID image used as input to Arch#4 
 

 

Fig. 9 Output of the sample ECG-ID image at conv_1 (first 
convolution layer) showing 10 feature maps from 10 filter 

 
TABLE IX 

PERFORMANCE OF ARCH#4 
Sl. 
No. 

Number 
of users 

Overall training 
accuracy (%) 

Overall testing 
accuracy (%) 

Training time 

1 120 99.96 99.94 136 mins 41 secs

2 250 100 99.92 336 mins 39 secs

 

 

Fig. 10 Confusion matrix for 250 users by Arch#4 
 

Table IX shows the impact on the performance of Arch#4 
when the number users is increased from 120 to 250. Fig. 10 
depicts the confusion matrix of the testing dataset that classified 

250 users. 
It is noticed from Table VII that the proposed Arch#4 is 

consistent in its performance with almost all the split ratios, 
ruling out the possibility of overfitting. It is also noticed that 
from Table IX that the proposed model is unabated even by the 
substantial increase in the number of users with various types 
of ECG beats. The overall testing accuracy obtained for 250 
users is 99.92% which is only 0.02% lesser than what it 
obtained with half the number of users.  

B. General Discussions  
TABLE X 

COMPARATIVE ANALYSIS OF RECENT ECG BASED USER RECOGNITION 

STUDIES USING DL WITH THE PROPOSED STUDY 
Sl.No. Reference Method Number of 

Subjects
Accuracy 

(%)
1 Page et al. (2015) 

[22]
DNN 90 99.85 

2 Wieclaw et al. 
(2017) [23]

DNN 18 88.97 

3 Zhang et al. 
(2018) [24]

CNN 10  
(Single arm)

98.4 

4 Donida et al. 
(2019) [27]

Deep CNN 52 100 

5 Pourbabaee et al. 
(2017) [28]

Deep CNN 33 95.95 

6 Lynn et al. (2018) 
[29]

DNN 20 94 

7 Bogdanov et al. 
(2018) [30]

Deep LSTM 290 99 

8 Deshmane et al. 
(2018) [31]

CNN 40  
(Fantasia)

96.95 

9 Kim et al. (2019) 
[32]

Ensemble of deep 
CNN 

18  
(MITNSR)

98.9 

10 Abdeldayem et al.
(2019) [1]

Deep CNN 488 94.9 

11 Hammad et al. 
(2020) [48] 

ResNet Attention 
network 

PTBDB (not  
specified)

98.85 

CYBHi DB  
(not specified)

99.27 

12 Proposed study Dense Framework 
(Arch#4) 

120 99.94 

250 99.92 

 

The main contribution of this study is the development of a 
reliable and efficient user identification system that obtains 
very high identification accuracy with varied possible types of 
ECG waveforms in a big population. To address these issues, 
the proposed research investigates four potential dense learning 
framework architectures. Our previous study [46] highlighted 
the capacity of a dense network for ECG-based user 
identification, in which the network was tested for 60 users and 
its performance was compared to three other networks to ensure 
its trustworthiness. In the proposed study, a dataset of 35000 
templates (images) of 250 people of both genders with diverse 
cardiac conditions, a wide age range, and extended ECG 
recordings recorded over several days was gathered to add 
variation to the sample. Only if a network can reliably identify 
all of the differences in a lot can it be said to be efficient. 
Arch#4 was judged to be the most successful of all the models. 
The proposed model was compared to other recently published 
models in the literature. A brief comparison of existing ECG-
based user recognition experiments employing DL with the 
proposed study is presented in Table X.  Most of the previous 
investigations [22]-[24], [27]-[29], [31], [32] used a relatively 
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small dataset that was either self-collected or derived from only 
two or three public databases. Conclusions drawn on such 
studies are not reliable. Moreover, the identification rate 
dropped significantly when the dataset was extended [1]. In 
addition to that, the identification accuracy achieved was also 
not satisfactory.  

The proposed approach, in contrast to earlier research, 
focuses on making the user identification system robust and 
efficient. As a result, the proposed study creates a robust DL 
model that comprehensively learns all of the ECG waveform 
patterns in the lot. Furthermore, with the proposed basic 
architectural arrangement, the network achieves an excellent 
identification rate of 99.92% for 250 users, making it incredibly 
efficient. The suggested Arch#4 has a training duration of 
roughly 5 hours due to the decreased amount of computable 
parameters. 

V. CONCLUSION 

Imposter activities are on the rise as the number of computer 
and internet apps grows. As a result, practically in every 
industry today, an automatic and efficient user identification 
system is a must. The goal of this research is to use DenseNets 
to create an efficient ECG-based user recognition system. In 
terms of training time and prediction accuracy, these networks 
are quite effective. When the suggested Dense CNN model was 
trained for 250 users, it achieved a 99.92% identification rate. 
Dense networks appear to be particularly promising for ECG-
based user recognition, according to this research. 

The research can be carried out further using various 
architectural layouts of dense networks and a variety of hyper-
parameter adjustments to develop a model with the smallest 
computable parameters and the highest accuracy. 
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