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Abstract—Forecasting electricity load is important for various
purposes like planning, operation and control. Forecasts can save
operating and maintenance costs, increase the reliability of power
supply and delivery systems, and correct decisions for future
development. This paper compares various time series methods to
forecast 24 hours ahead of electricity load. The methods considered
are the Holt-Winters smoothing, SARIMA Modeling, LSTM
Network, Fbprophet and Tensorflow probability. The performance of
each method is evaluated by using the forecasting accuracy criteria
namely, the Mean Absolute Error and Root Mean Square Error. The
National Renewable Energy Laboratory (NREL) residential energy
consumption data are used to train the models. The results of this
study show that SARIMA model is superior to the others for 24
hours ahead forecasts. Furthermore, a Bagging technique is used to
make the predictions more robust. The obtained results show that by
Bagging multiple time-series forecasts we can improve the robustness
of the models for 24 hour ahead electricity load forecasting.

Keywords—Bagging, Fbprophet, Holt-Winters, LSTM, Load
Forecast, SARIMA, tensorflow probability, time Series.

I. INTRODUCTION

FORECASTING is predicting future values based on past

and current time series data. By forecasting electricity

load we could optimize the planning, operation and control

of power systems. Load forecasting can be either short-term

or long-term forecasting. Short-term forecasting can be used

for scheduling the generation and transmission of electricity

[1] and control of power systems [2], whereas long-term load

forecasting helps with the power supply development and

delivery system [3]. A range of forecasting models have been

used for load forecasting in the literature, from parametric

models like ARIMA [4], linear regression [5] and Holt-Winters

[6] to non-parametric models based on machine learning

techniques like Artificial Neural Network (ANN) [7], [8],

Support Vector Machines (SVM) [9], K-nearest neighbors

(KNN) [10] and Gradient Boosting (GB) [11]. Studies have

shown that, although in the long run, the load is strongly

influenced by meteorological conditions and special events,

an univariate model is sufficient in shorter lead times [12].

In [13] the authors have used four models including

ARIMA, Holt-Winters, Nonlinear Auto-Regressive with

Exogenous and Box-Cox transforms for load forecasting. They

examined some characteristics of the load signals including

seasonal patterns, weather effects, calendar effects and

long-term trends and considered their effects on forecasting.

They showed that yearly pattern and temperature information

are only useful for high aggregation level load forecasting.
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They claimed that double seasonal Holt-Winters performed

better compared to other models. In [14] the authors compared

SARIMAX, random forest (RF) and gradient boosting

regression trees (GBRT), finding that GBRT is superior to

others. They used temperature as an exogenous predictor

and their result showed that it did not seem to improve the

predictions significantly.

In recent years deep learning models specifically, Recurrent

Neural Networks (RNNs) are used in time series prediction

[15]. Long Short Term Memory (LSTM) is a type of RNN

that can learn the order dependence between items in a

sequence. LSTMs are very efficient at remembering long

term dependencies and are not vulnerable to the vanishing

gradient problem which exists in regular RNNs [16]. LSTM

is widely used in time series prediction [17]. Fbprophet

is a time-series forecasting model published by Facebook

company that enables us to test or perform forecasting in

python at scale. It gives best results for time series which

have several season(s) of historical data and strong seasonal

effects [18].TensorFlow Probability (TFP) is a library for

probabilistic reasoning and statistical analysis in TensorFlow

[19]. Structural Time Series (STS) models in TFP are used

for time series forecasting. STS fits the resulting time series

models with Variational Inference and Hamiltonian Monte

Carlo.

In this work we compare five different models, namely

Seasonal ARIMA, Holt-Winters, LSTM, Fprophet and

Tensorflow probability for 24 hour ahead load forecast for

the NREL residential data. Also a bagging technique is

used to optimize the train/test split for training the time

series and forecasting. Bagging technique was introduced by

Leo Breiman in 1994 [20]. Bagging is one of the most

used techniques for combining several predictors in order to

produce a highly accurate model.

The paper is organized as follows. In Section II, the time

series used is being presented and explored. In Section III,

we briefly explain about the five models being used for the

electricity load forecasting. In Section IV, we evaluate the

performance of all five models, analyze the results and explore

a special case. In Section V we use a Bagging technique to

improve the robustness of the models. Finally in Section VI

we have the conclusion and future work.

II. TIME SERIES DATA EXPLORING

Five different models mentioned in Section I are used to

forecast the 24 hour ahead electricity load for the residential

loads. Our dataset is composed of the hourly load of a
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residential site provided by NREL for a 1-year period. Fig.

1 depicts the plot of load for the whole year. It shows that the

load will increase during hot months and then decrease during

cold months. To take a deeper look at the data we plotted one

week of two different seasons, cold season Fig. 2 and hot

season Fig. 3 where various seasonalities are visible.

Fig. 1 Load data for the period of one year

Fig. 2 Load data for cold season

Fig. 3 Load data for hot season

Based on the data used, the hourly electricity load is highest

in the hot season months when demand peaks in the afternoon

as households are using air conditioning on hot days whereas

during the cold season months, hourly electricity load peaks in

the morning and the evening due to heater usage. By observing

these two specific patterns we decided to forecast for two

different seasons one for cold season and the other for hot

season. We picked November for the cold season forecast and

for the hot season we picked June.

Preprocessing the time-series would let us know whether

the series is having linear or exponential trend, additive or

multiplicative seasonality which aids us in using appropriate

models for considering these effects. We decomposed our

time-series data using the Auto Regressive decompose from

Statsmodel library that provides three systematic components

including level, trend, seasonality, and one non-systematic

component called residual. They are shown in Figs. 4 and

5.

Fig. 4 Seasonal decomposition of the load Time-series for cold season

Fig. 5 Seasonal decomposition of the load Time-series for hot season

By looking at decomposition plots we see that there is a

daily seasonality in the time series for both cold and hot

seasons that their effects in the models need to be considered.

In the next section we briefly explain the five models that are

used for forecasting.

III. TIME SERIES ANALYSIS MODELS

A. Holt-Winters

Holt-Winters assigns exponentially decreasing weights and

values against historical data to decrease the value of the

weight for the older data. It is based on three smoothing

equations and a forecast equation. The basic equations with

additive seasonality are:
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Level : Lt = α
Yt

St−s
+ (1− α)(Lt−1 +mt−1)

Trend : mt = β(Lt − Lt−1) + (1− β)mt−1

Seasonal : St = γ
Yt

Lt
+ (1− γ)St−s

Forecast : Ft+q = (Lt +mtq) + (St−s+q)

(1)

where Yt is the current value, S is the length of seasonality

that we set to 24 because of the daily seasonality , Lt is the

level (average) of the series, mt is the trend, St is the seasonal

component, and Ft+q is the forecast for q periods ahead. To fit

the model and estimate model parameters α, β, γ we used the

inbuilt libraries of Statsmodels which uses the log-likelihood

maximization.

B. SARIMA

Seasonal ARIMA model (SARIMA) is formed by adding

seasonal terms in the ARIMA model. ARIMA uses a number

of lagged observations of time series to forecast the future.

SARIMA models are written as:

ARIMA(p, d, q)(P,D,Q)m (2)

where (p, d, q) and (P,D,Q)m are the non-seasonal and

seasonal part of the model, respectively. p is auto regressive,

d represents the degree of differencing and q is the moving

average part. The parameter m is the number of periods per

season. To fit a SARIMA model we took the steps below:

1) Check the stationarity using Augmented Dickey-Fuller

test (ADF) [21].

2) Select a range for (p, d, q, P,D,Q) by looking at Auto

Correlation Function (ACF) and Partial Auto Correlation

Function (PACF) graphs shown in Figs. 6 and 7 for each

season.

3) Use inbuilt libraries of Statsmodels called Auto ARIMA

that automatically select the best parameters from

the range defined by minimizing Akaike Information

Criterion (AIC).

Fig. 6 Autocorrelation (ACF) and Partial Autocorrelation (PACF) for cold
season

Fig. 7 Autocorrelation (ACF) and Partial Autocorrelation (PACF) for hot
season

C. LSTM

The Long Short-Term Memory network, or LSTM

network, is a recurrent neural network that is trained using

Backpropagation through time. We used Bidirectional LSTM

[22] for forecasting since Bidirectional LSTM allows the

model to learn the input sequence both forward and backwards

and concatenate both interpretations. To forecast the 24 hour

ahead of the load, we defined the neural network structure and

trained it with historical load data. The structure of the LSTM

is shown in Fig. 8.

Fig. 8 LSTM Architecture

D. Fbprophet

Fbprophet is an open source forecasting framework

developed by Facebook. It works best with time series that

have strong seasonal effects. Fbprophet is based on regressive

models that represent the time series with their components

like seasonality, trend and residuals:

y(t) = g(t) + s(t) + h(t) + εt (3)

with g(t) representing the trend, s(t) representing the

seasonality, h(t) representing the effects of holidays, and εt
representing any unusual change which is not accommodated

by the model. Some highlights of Fbprophet are being very

fast since it is built in Stan (programming language), robust

to missing data and outliers and easy procedure to tweak and

adjust forecasts while adding domain knowledge or business

insights. To forecast 24 hours ahead load with Fbprophet

we used the inbuilt python library of Fbprophet provided by

Facebook.

E. TensorFlow Probability

An STS model express an observed time series as the sum

of simpler components:

f(t) =

N∑
1

fk(t) + ε where ε ∼ N(0, σ2) (4)

Each assumed f(t) has a particular structure, e.g. specific

seasonality, trend, autoregressive terms, etc. the parameters

of the model are fit with Variational Inference [23] and

Hamiltonian Monte Carlo [24].

In the next section we are going to use these five models

to forecast 24-ahead load and compare their performances.
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IV. RESULTS

A. Comparing Models’ Performances

In this section we use the models explained above and make

predictions for the next 24-hour ahead, based on the historical

data that we have from NREL. As stated before we forecast

for two seasons (hot and cold), We picked November for cold

season and June for hot season. The whole month’s data are

split into train data and test data. 29 days of the month are

being used to train the models and the 30th day of the month

is used to test and evaluate the models. The train/test splits

are shown in Fig. 9 for November (cold season) and Fig. 11,

for June (hot season). The prediction results for all models are

shown in Fig. 10 for November (cold season) and Fig. 12 for

June (hot season).

Fig. 9 Train-Test Split for November (cold season)

Fig. 10 Prediction results from all models for November (cold season)

Fig. 11 Train-Test Split for June (hot season)

Fig. 12 Prediction results from all models for June (hot season)

B. Evaluation Metrics
The performance of these different models is evaluated

by using the forecasting accuracy criteria namely, the Mean

Absolute Error (MAE) and Root Mean Square Error (RMSE).

The advantage of these two measures is that the average

forecast error of a model is expressed in the same units of the

variable to be predicted. The two measures can assume values

greater than or equal to 0, and lower values are considered

better. MAE expresses the absolute error, thus it is easy to

understand. RMSE assigns high penalties to large errors, since

the prediction errors are squared. It follows that the RMSE

can be useful when we want to abstain from large forecasting

errors.

MAE = (
1

n
)

n∑
i=1

|yi − ŷi|

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2

(5)

where ŷi and yi are the predicted and the real values

respectively. The performance results are shown in Table I for

November (cold season) and Table II for June (hot season).

TABLE I
COMPARING MODELS ERRORS FOR COLD SEASON PREDICTIONS

Model RMSE MAE

Holt−Winters 1.097e-3 8.853e-4
SARIMA 3.534e-7 3.22e-7
BiLSTM 1.729e-2 1.345e-2
Fprophet 5.053e-2 4.355e-2
TFP 0.266 0.183

TABLE II
COMPARING MODELS ERRORS FOR HOT SEASON PREDICTIONS

Model RMSE MAE

Holt−Winters 0.229 0.151
SARIMA 0.180 0.116
BiLSTM 0.266 0.183
Fprophet 0.266 0.183
TFP 0.266 0.183

Both SARIMA modeling and Holt-Winters smoothing

produced better 24-ahead forecasts. Specifically, the errors

obtained from SARIMA are significantly smaller than the

values obtained from the other models and this is reasonable

since BiLSTM and Tensorflow Probability (TFP) are deep

learning models and they require a lot of data, they will

produce better results for long-term forecasting. For short-term

forecasting SARIMA and Holt-Winters are better while for

long-term forecasting they will converge to a mean value. In

the next section we will explore a special case where we have

a transition from cold season to hot season.

C. Special Case
As stated before we randomly split our data to train and

test sets. We used 29 days as the training set to predict the
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24-hour ahead of the 30th day and used the 30th day forecast

to evaluate the performance of our models. In this section

we want to explore a case when we have the transition from

cold season to hot season or vice versa. When we look at the

October and November data shown in Fig. 13, we can see that

the pattern of the load is changing gradually around October

25th. The peak load is reduced by about 20% from Oct to

Nov. Now if we want to forecast a day ahead in November

for example November 11th, what would be the best train/test

split? Let’s consider two scenarios, one where we use the 29

days before as the training set shown in Fig. 13 and forecast

with the SARIMA model.

Fig. 13 Train/test split with one month train (Oct 10-Nov 10) for special
case

The second scenario where we use one week before as the

training set shown in Fig. 14 and forecast with SARIMA for

one day ahead. We compare the performance of one week

training set versus one month training set shown in Table III

We can observe one week training set gives us better forecast

with smaller errors.

Fig. 14 Train/test split with one week train (Nov 4-Nov 10) for special case

TABLE III
COMPARING TWO TRAINING SETS ERRORS FOR TRANSITION CASE

Training set length RMSE MAE

One week training set 0.031 0.026
One month training set 0.053 0.044

These results are justifiable since the one month training

set contains different peak load but one week training set only

contains one peak load which is much closer to the next day

forecast. In order to improve the robustness of these results we

are going to use a bagging technique in the next section that

makes our predictions more robust against any uncertainties

and outliers in our data.

V. BAGGING TECHNIQUE

In this section we are going to use a Bagging technique

to make the predictions more robust by training multiple

time-series with different train/test splits and aggregate the

Fig. 15 Bagging for 24-hour ahead load forecasting

forecasts of all the models trained with different training sets.

The Bagging technique is shown in Fig. 15.
We used one week, two weeks, one month and two months

as training sets and predict the transition case, then we

aggregate the results by averaging the predictions for all the

models. The performance results for predictions using the

Bagging technique are shown in Table IV for the transition

case. We can observe that the errors of Bagging technique is

less than the one with one month’s training set. Based on this

result we claim that Bagging technique can make our forecasts

more robust.

TABLE IV
COMPARING ERRORS FOR TRANSITION CASE FOR DIFFERENT TRAINING

SETS

Model RMSE MAE

One week training set 0.031 0.026
One month training set 0.053 0.044
Aggregating results 0.044 0.037

VI. CONCLUSION AND FUTURE WORK

This work presents a comparison of five different time

series models that may be used to forecast a 24 hour ahead

electricity load. Various classes of time series models, namely

Holt-Winters, SARIMA, LSTM, Fbprophet and Tensorflow

Probability have been considered. Results indicated that

the SARIMA model performed better compared to the

other models. We proposed a Bagging technique that could

aggregate the results of multiple time-series trained with

different train/test splits. This technique could improve the

forecasts when we have uncertainties in the data. As future

work, we suggest the inclusion of additional exogenous

variables in our models, such as temperature and humidity

in order to improve the forecast accuracy. Finally, in our next

study we will explore additional models like XGBOOST and

Random Forest.
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