
 

 

 
Abstract—With the advent of three-dimension (3D) technology, 

there are lots of research in converting 2D images to 3D images. The 
main difference between 2D and 3D is the visual illusion of depth in 
3D images. In the recent era, there are more depth estimation 
techniques. The objective of this paper is to convert 2D images to 3D 
images with less computation time. For this, the input image is 
divided into blocks from which the depth information is obtained. 
Having the depth information, a depth map is generated. Then the 3D 
image is warped using the original image and the depth map. The 
proposed method is tested on Make3D dataset and NYU-V2 dataset. 
The experimental results are compared with other recent methods. 
The proposed method proved to work with less computation time and 
good accuracy. 

 
Keywords—Depth map, 3D image warping, image rendering, 

bilateral filter, minimum spanning tree. 

I. INTRODUCTION 

HE conversion of 2D images to 3D images is becoming 
important research with the advent of 3D technology. 

Conversion of 2D to 3D images plays a crucial role in 
accomplishing the growth of stereoscopic images of high 
quality. The most important step of such conversion is depth 
map generation for the 2D image. A person normally observes 
the heuristic depth cues for depth perception generation. The 
key definitions of depth perception are two-eye binocular 
depth cues and one-eye monocular depth cues [1]. 

Several algorithms for the generation of depth maps have 
been developed in recent years according to the theory of the 
human visual system. A growing algorithm has their pros and 
cons. Most algorithms for depth estimation use a single depth 
cue but few use hybrid depth cues to generate depth maps. 
Mao and Ibsiyasu have developed an algorithm for covering 
gray-scale images in 2D to 3D. The application of macro-auto-
radiography images of rat brains to color-coding showed the 
advantages of the approach [2].  

Chin et al. have implemented 2D to 3D image conversion 
that incorporated image segmentation and depth estimation 
systems. They have created images from the left view and 
right view and displayed the stereo 3D image [3]. Murata et al. 
have developed a method for transforming 2D images of all 
kinds into 3D images. Adaptive use of the approach is to 
measure the depth of each separate region of the 2D images 
with their contrast, sharpness, and chrominance [4].  

Cheng et al. have introduced an automatic system that 
converts 2D videos to 3D videos. Using the edge information, 
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they grouped the regions into blocks and used bilateral filters 
to generate depth maps [5].  

Zhang et al. have defined an approach that estimated a 
depth map by taking advantage of motion signals and 
photometric indications in video frames [6]. Su et al. have 
developed an algorithm for the real-time conversion from 2D 
to 3D. For 3D video formation, the 2D video accompanied by 
a depth image has been stored [7]. A hybrid algorithm for 2D 
to 3D conversion has been designed by Lai et al. For 
estimating depth, they have used motion knowledge, linear 
perspective, and texture characteristic. They have used 
bilateral filters for smoothing the depth map and eliminating 
noise [8]. 

The algorithms for the 2D-to-3D depth estimation have two 
problems. The first of these is the uniformity of depth within 
the object. Pixel grouping solves that problem. The second is a 
retrieval of a correct relationship of depth for all objects [9], 
[10]. When the object is moving with diverse vectors of self-
motion, these strategies cause uncertainty concerning depth. 
Different depth values can be assigned to pixels belonging to 
the same entity. Thus, the method of estimating the depth map 
is an ill-positioned problem. In [11] and [12], 2D to 3D 
conversion method is developed based on edge information. In 
that method, the image is divided into blocks and depth maps 
are obtained. 

To overcome the first issue, this paper presents a block-
based image conversion method from which the edge 
information is calculated. Inspired by the block-based 
technique in video compression [13], this paper proposes a 
block-based technique in 2D to 3D conversion. This technique 
uses a grouping method in which the image is divided into 
blocks or groups depending on colors and spatial locality. 
Then the depth values are assigned to each group. A cross 
bilateral filter is then used to remove the blocking artifacts. 
After removing blocking artifacts, Depth Image Based 
Rendering (DIBR) is used to convert 2D images to 3D. 
Experimental results prove that the proposed algorithm works 
better than other recent methods. The computation time is very 
much reduced with block-based method. 

The paper is organized as follows: Section II describes the 
overall system architecture of the proposed method. Section 
III elaborates all the phases in the proposed method such as 
block-based region splitting for calculating the edge, Depth 
map generation, and 3D image warping. Section IV 
demonstrates the proposed method with some experimental 
results followed by a conclusion in Section V. 

II. PROPOSED SYSTEM ARCHITECTURE 

This paper describes an efficient 2D-to-3D conversion 
method based on the use of edge information by block 
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splitting. Most importantly, the edge of an image has more 
significance in generating a depth map. Once the pixels are 
split into blocks, a relative depth value can be assigned to each 
region. Next, the blocking artifacts created by the previous 
process are removed using cross bilateral filtering. Then, the 
multi-view images are obtained by the method of DIBR. 
Finally, the output 3D image is obtained without any blocking 
artifacts, thus enhancing the quality of the image in the 
display. 

The overall system architecture of the proposed method is 
shown in Fig. 1. It consists of 4 important phases: Block 
Splitting, Depth Hypothesis, Filtering and DIBR. 

The pixel values are converted to nodes and weights are 
calculated for all joining links. After this phase, a block is 
created from which Minimum Spanning Tree (MST) is 
constructed. Then the strong edges are removed to form 
multiple regions. For each region, depth values are assigned 
using the depth hypothesis. The blocking artifacts are removed 
using a cross bilateral filter. In the DIBR phase, the 2D image 
is converted to 3D images using depth values calculated in the 
previous phase. This phase consists of 3 sub-phases: Pre-
processing, 3D Image Warping and Hole Filling. All the 
phases are elaborated in the subsequent section 

III. PROPOSED METHOD DESCRIPTION 

This section describes all the phases in the proposed 
methodology. 

A. Block Splitting 

The input image is split into blocks for calculating depth 
value. This implies that each pixel in the same block has the 

same depth value. In this paper, a 16x16 square-shaped block 
is used. The advantages of using block splitting are as follows: 
1) It can retrieve appropriate depth value within an object. 
2) It reduces computation time. 

We consider an image of size 16 x 16. It is split into square 
shaped blocks by the following steps. The mean value is 
calculated for every 2 x 2 block and a node is created with the 
mean value. Thus, the block size is reduced to 8 x 8. After 
creating the node, the weights of the link are calculated by 
considering the absolute difference of the mean of neighboring 
blocks:  

 

                  ( , ) ( ) ( )Diff a b Mean a Mean b                   (1) 

 
where a and b are the two neighboring blocks. Mean (a) and 
Mean (b) represent the average color of block a and block b 
respectively. The smaller the value of Diff(a,b), the higher the 
similarity will be. Then the blocks are segmented into multiple 
regions using MST segmentation. The flow of the block-based 
region grouping method is shown in Fig. 2. Initially, an MST 
is constructed. Then multiple grouped regions or clusters are 
generated by removing the links of stronger edges in MST. In 
Figs. 2 (c)-(f), only the first 4 x 4 nodes are shown for clear 
understanding. Fig. 2 (f) shows the block with different depth 
values.  

The number of links needed for the 16 x 16 square block is 
480. After converting to node, the number of links is also 
reduced to 112. Thus, the computation time is slightly 
reduced. This information is given to generate a depth map. 

 

 

 

Fig. 1 Proposed System Architecture 
 

B. Depth Hypothesis  

Depth extraction is the crucial one in the process of 
conversion. The difference between 2D and 3D images is the 
depth information, as mentioned earlier. Because of the depth 
information, the object will leap out of the screen and look 
like a real object. If the depth is extracted and incorporated, it 
will get 3D image. The algorithms of depth generation are 

loosely divided into three groups using different types of depth 
indications: binocular, monocular and pictorial depth 
indications. Each signal represents information varying in 
depth. 
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(f) Depth Values 

Fig. 2 Flow of Block based Depth Estimation 
 

In the 2D to 3D conversion process, the hypothesis of the 
depth gradient assigns the depth for each block. It involves the 
generation of gradient planes, the assignment of depth 
gradients, accuracy verification of the detected area, and 
finally the generation of depth maps. When each shift in the 

scene is detected, the linear scene perspective can be analyzed 
using Hough transform line detection algorithm [11]. The 
hypothesized depth gradient is given as: 
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             (4)

 

 
A greater depth value implies that the pixel is closer to the 

user. Equation (2) implies that that the depth value is the 
center of gravity of the block group i.e. each pixel in the group 
belongs to the same depth value. The |Wrl| and |Wud|

 
can be 

adjusted to the left-to-right and top-to-bottom depth gradient. 
The direction of the concept of the depth gradient can be 
extracted from the study of the images from a geometrical 
perspective. Results of an analysis [14] indicate that the 
bottom-up mode is the most important mode in the real world. 
If the scene mode is not detected by the linear perspective 
information, then the bottom-up mode is the default mode to 
choose. 

C. Cross Bilateral Filtering  

The bilateral filter is non-iterative and achieves acceptable 
results with only one run. It makes the parameters of the filters 
fairly straightforward as they do not cumulate their effects 
over more iteration. Though it is slow, the bilateral filter is 
proven to be very useful. It is nonlinear and its evaluation is 
also computationally expensive. Traditional methods, such as 
performing convolution after a Fast Fourier Transform, are not 
applicable. Nonetheless, approaches were suggested later to 
improve the bilateral filter assessment. Unfortunately, these 
methods appear to be based on approximations that are not 
based on mathematical foundations.  

The proposed method has selected the cross bilateral 
filtering from among the variants of the bilateral filter. In 
certain applications, such as computational photography, it is 
also useful to decouple the data that need to be smoothed to 
identify the edges that need preservation. A version of the 
classical bilateral filter is the cross bilateral filter. This filter is 
used to smooth out the image to find the preservation edges. 
The depth map created by grouping of block-based regions 
contains blocky objects. Here the blocky objects are removed 
using the cross bilateral filter. 

Here the cross bilateral filter finely smoothed the depth map 
while maintaining the boundaries of the objects [14], [15]. The 
blocky artifact is effectively removed in the created depth map 
while the sharp discontinuities of depth along the boundary of 
the object are retained. 

D. Depth Image-Based Rendering  

The filtered depth map has good visual quality since the 
cross bilateral filter produces a smooth depth map with 
identical pixel values within the smooth region and retains 
sharp discontinuity on the boundary of the artifacts. Using 
DIBR for 3D visualization [16], the depth map is then used 
after filtering by the cross bilateral filter to produce left/right 
or multi-view images.  It includes three sub-phases: pre-
processing of the depth map, 3D image Warping and Hole-
Filling. A Smoothing filter is the first stage to smooth the 
depth map. Then, according to the smoothed depth map and 
also intermediate view, the 3d image warping produces left 
and right views. If the picture still contains holes, then hole-
filling is added to fill these holes with color. 

E. Pre-Processing of Depth Image  

Depth image preprocessing is typically a smoothing filter. 
Since depth image with that of the sharp horizontal transition 
can result in large holes after warping, smoothing filter is 
applied to smooth sharp transition to reduce the number of 
large hole. However, if depth image is blurred, not only large 
holes are reduced but also the blurred view is degraded as the 
depth map of the non-hole region is smoothed out. 

F. 3D Image Warping  

This process maps the pixel of the intermediate view to left 
or right view according to the pixel depth value. In other 
words, the 3D image warping mechanism transforms the pixel 
position according to the depth value. The 3D image warping 
formula is: 

 

                               2

2

x
l c

x
r c

t f
x x

Z

t f
x x

Z

    
 
   
            

                       (5) 

 
where, xl, xr and xc are the horizontal coordinates of the left, 
right and intermediate view. Z is the depth value of current 
pixel, f is the camera focal length and tx is the eye distance. It 
implies that, in horizontal direction, 3D warping maps pixels 
of the intermediate view to one of the left and right view. 

G. Hole Filling  

Average interpolation filter method is a popular method for 
DIBR Hole-Filling. The average filter will, however, result in 
highly textured areas having artifacts. In addition, hole size in 
DIBR is so huge that average filter with a large window size is 
required. At the same time, edge information cannot be 
preserved by the typical filter with a wide window size. 
Hence, the edge information is blurred. 
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IV. EXPERIMENTAL RESULTS 

The experimental results of the proposed method are 
compared with methods of [4] and [5]. The proposed method 
is tested on an image of size 450 x 375. The input image, 
depth map and the output image are shown in Figs. 3 and 4 
respectively.  

For our quantitative evaluation, three commonly-used 
metrics such as average relative error (rel), average log10 
error (log10), root mean squared error (rms), Peak Signal to 
Noise Ratio (PSNR), accuracy and computation time are used. 

 

                𝑟𝑒𝑙 ∑                                    (6) 

 

log 10 ∑ 𝑙𝑜𝑔 𝑑 𝑙𝑜𝑔 𝑑         (7) 

 

              𝑟𝑚𝑠 ∑ 𝑑 𝑑                        (8) 

 
The PSNR is most commonly used as a measure of quality 

of image reconstruction. It is defined as 
 

              𝑃𝑆𝑁𝑅 20𝑙𝑜𝑔
√

                         (9) 

 
Here, 𝑀𝐴𝑋   is the maximum possible pixel value of the 
image. 

 

 

Fig. 3 Input 2D Image 
 

The MSE is given as 
 

                               𝑀𝑆𝐸 ∑ 𝑑 𝑑                       (10) 

 
The accuracy under a threshold [7] 
 

                               max , 𝛿 𝑡ℎ                      (11) 

 

 

(a) 
 

 

(b) 

Fig. 4 (a) Depth Map (b) Output 3D Image obtained by the proposed 
method 

 

where 𝑑  and 𝑑  are the ground-truth and predicted depths at 
pixel indexed by p. T is the total number of pixels in all the 
evaluated images and 𝑡ℎ is a predefined threshold. Table I 
compares the results obtained by the proposed method with 
other methods. The average runtime of the proposed method is 
very less than 5 seconds. Table II shows the PSNR and 
accuracy obtained by the proposed method and other methods. 

From Table I, it is clear that the proposed method achieves 
very less error rate when compared to other methods. An 
increase in PSNR and accuracy is achieved by the proposed 
method. The performance of the proposed method is also 
compared with state-of-the-art single image depth estimation 
methods for the NYU-V2 dataset [17]. This dataset comes 
with hand-labeled semantic segmentation annotations.  

The results of [18]-[20] are provided for comparison. The 
system of [19] predicts the same resolution as the ground 
truth, while the other two methods make depth prediction at 
lower resolution. Table III reports the comparison of all 
methods for NYU-V2 dataset. From Table III, it is observed 
that the proposed method has lesser error and higher accuracy 
than other recent methods in NYU-V2 dataset. 
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TABLE I 
PERFORMANCE COMPARISON OF THE PROPOSED METHOD WITH RECENT 

METHODS IN MAKE3D DATASET 

Methodology/ Metrics Rel LOG 10 RMS 

Murata et al. [4] 0.336 0.124 9.55 

Cheng et al. [5] 0.355 0.132 9.42 

Proposed Method 0.331 0.117 9.21 

 
TABLE II 

ACCURACY AND PSNR COMPARISON OF THE PROPOSED METHODS WITH 

OTHER METHODS IN MAKE3D DATASET 

Methodology/ Metrics 
PSNR 
(dB) 

Accuracy 𝜹  

1.25 (%) 1.252(%) 1.253 (%) 

Murata et al. [4] 19.25 99.95 99.98 99.99 

Cheng et al [5] 20.01 99.95 99.97 99.99 

Proposed Method 20.54 99.95 99.98 100.0 

 

It is observed that from Table II, the higher the threshold 
value, the higher the accuracy. When 𝛿 1.25 , the accuracy 
reaches its maximum value. 

 
TABLE III 

COMPARATIVE RESULTS ON NYU-V2 DATASET 

Method/ Measure Rel 
RMSE Accuracy 𝜹  

Linear Log 10 
1.25 
(%) 

1.252 

(%)
1.253 

(%)
Eigen et al. [18] 0.144 0.75 0.210 62.6 89.9 97.6 

Liu et al. [19] 0.143 0.64 0.206 67.6 92.1 98.1 

Eigen and Fergus [20] 0.139 0.63 0.192 70.9 91.9 98.0 

Proposed Method 0.121 0.59 0.186 72.3 92.4 98.4 

 

From Table III, it is observed that the proposed method has 
lesser error and higher accuracy than other recent methods in 
NYU-V2 dataset. When threshold 𝛿 1.25, the accuracy 
achieved by the proposed method is only 72.3%. But when it 
is increased to 1.56 (i.e. 1.252) and 1.95 (i.e. 1.253), the 
accuracy is also increased to 92.4% and 98.4% respectively.  

V. CONCLUSION 

In this paper, a method is proposed for converting 2D to 3D 
images. It uses block-based technique to reduce computation 
time. The proposed method is compared with two recent 
methods which use grayscale based 2D to 3D conversion 
method and the second one uses square size blocks for depth 
estimation. From the experimental evaluation, it is evident that 
the proposed method works better than other recent methods 
in terms of quantitative metrics. Also, the computation time is 
very much reduced by the proposed method. The proposed 
method achieves the highest accuracy of 100% which is better 
than other depth estimation methods. 
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