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Abstract—Injuries in professional sports occur on a regular basis. Some may be minor while others can cause huge impact on a player’s career and earning potential. In soccer, there is a high risk of players picking up injuries during game time. This research work seeks to help soccer players reduce the risk of getting injured by predicting the likelihood of injury while playing in the near future and then providing recommendations for intervention. The injury prediction tool will use a soccer player’s number of minutes played on the field, number of appearances, distance covered and performance data for the current and previous seasons as variables to conduct statistical analysis and provide injury predictive results using a machine learning linear regression model.
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I. INTRODUCTION

The main purpose for conducting this research work is to create an application for predicting the likelihood that a soccer player will obtain an injury while playing. Machine Learning regression models will be used to determine when a soccer player will likely get injured while playing in the near future by training and testing the application with statistical data extracted from sports analytics websites and articles. Injury prediction will be performed by analyzing the relationships among variables such as number of matches played during the current season; number of minutes played during current season; player position; distance covered each game; and distance covered during a season. The resulting prediction analysis will then be used to inform the player’s coach of the likelihood that the player will be injured so that the player’s coach can take the necessary intervention measures to prevent the injury from occurring.

II. RELATED LITERATURE

Injuries are one of the biggest challenges players and team managers face in professional sports. Some of these injuries can easily be treated, while others can be critical, leaving players injured for months or sometimes ending a player’s career. This is especially evident in the game of soccer where most of the top-class players are playing league matches and international matches for up to nine months in a year. Heuer and Rubner describe statistical analysis techniques used for decision making by coaches and managers. These techniques use historical data to find patterns in data sources that help to better predict future injuries [13].

The English Premier League (EPL) data sets will be used as test cases for the experiments conducted in this research work [22]-[24]. The EPL is one of the most competitive leagues in the world and is filled with high intensity games [11]. For this reason, it would be very useful to have a mechanism for coaches and team scouts to assist them in assessing the injury risk profile of players. This injury risk profile can also inform team administrators of the players that add the best value to their team and thereby increase the team’s chance of success in the EPL [1].

A. Machine Learning in Sports

Previous research was conducted using linear regression model for injury prediction on players in Soccer and American Football where machine learning was involved [20], [5]. Linear regression is one of the most relevant algorithm techniques in the field of statistics that is used in machine learning. Machine Learning is a form of programming that transforms input retrieved from multiple data sources to output on the basis of experiences and changes in the environment that the program has learnt over time [2]. Machine learning is vital for automatically learning and enhancing previous systems without performing much programming effort. Machine learning can be very useful when performing tasks that are very complex and difficult for humans to do within a reasonable timespan [3], [7].

In a research based on decision tree and neural networks, unstructured complex data were studied that contained different scenarios for problem-solving, this unique scenario was known as game playing. The analysis of historical data was used to assist in finding different patterns and reduced uncertainty [18]. Decision tree building is a predictive modeling approach used in machine learning that is simple to use yet can be very powerful. Neural networks are a class of machine learning algorithms that can be used to determining complex mappings from input sources to the output spaces [10]. In a typical problem-solving scenario, the primary task is to reduce the complexity by trimming down a set of items required into smaller set for a classified result. When analyzing the performance of a player, one key point that needs to be extracted is past data that match the variables being observed. Furthermore, a key approach for an efficient prediction system would be to involve an expert or knowledge-based method [10]. In this method, a program would be provided with a set of rules to describe various
situations that can be applied to a knowledge base. As the knowledge base of the subject grows and more rules are set in place the capabilities of this system can be enhanced.

Additionally, [5] discusses efficient machine learning application that uses skeletal training. Signals from a video camera are captured to perform real-time tracking at a low cost. This sort of tracking adapts the technique of decision tree combined with training data. The depth images pick up poses of different body parts that are labeled. When this information gets transferred into a machine learning application for the training phase, these parameters are added to the decision tree along with the depth of the tree. In recent times, the abundance of digitized data has grown all across the world and with the help of cloud computing many datasets are hosted at data centers affordably. The extent to which data sources are available has broadened the impact of machine learning applications.

The research work being undertaken will require a statistical analysis in order to understand which key variables will be needed to perform arithmetic functions for prediction analysis. Previous work has been conducted for soccer teams using regression analysis to predict the final outcome for individual teams in soccer matches [13], [4]. Variables such as goal difference in the past and half-of the current seasons were also used to provide a prediction for the final number of goals at the end of the season. At the start of this process, a linear regression analysis was performed by separating dependent and independent variables keeping in mind the number of matches played, team strength and observations of past and present data [13]. Calculations and predictions of these sorts can easily be transferred to our current research on injury prediction for soccer players. A linear regression analysis can be used to model a relationship between a dependent and an independent variable. Additionally, there are various techniques available to automate the training, testing and validation of linear regression models using machine learning. Furthermore, [21] presented the use of neural networks to manipulate data from sensors. They recognize patterns that are numerical and vector-based and translate them to real-world data. Creative analysis using a neural network in any sport can assist in understanding various aspects of an individual player’s performance. One type of network discussed in [21] was called dynamically controlled network. Neurons were trained to build clusters of input data that match items without the use of additional training information [21]. A single neuron can learn and deliver data constantly for statistical purpose when the network is used after training is complete. An autonomous neural network model can then be developed by analyzing each controlled neuron [21]. We observe that data of various types can be trained in different phases based on previous player data collected that show changes in motion, the kilometers traveled every season as well as injuries obtained in previous games. This type of quantitative information can help to understand the input data as well as show different patterns that were not visible due to the enormous amounts of the data set being investigated.

Finally, other researches [15], [17] done in the sport of baseball for high school players who obtained serious injuries concluded that the chances of an injury occurring are increased during the later stages of the game. One of the biggest reasons provided was the increase intensity of the game when it comes to running, pitching, hitting, and the general increase in competitiveness between the teams when the game was on the line. As a result, soccer coaches and managers tend to substitute star players out of the game between the 75th to 80th minute marks of the game if the game is already decided. This way they can reduce the risk of injury. Therefore, as it relates to injury, another important category of player attribute is when a player is substituted in, or out of the game [19]. As such, we will need to use Big Data tools for categorizing and sorting information properly.

B. Big Data

Big Data traditionally means a massive volume of data [12]. Historical player data will be used to predict a likelihood of future injury to a player. In a study done on the 2014/2015 German Bundesliga Professional Soccer League, it was determined that data cleaning and data integration of Big Data from multiple data sources were highly important when performing analyses. Data manipulations were performed using conventional data analysis, with calculations based solely on positional information collected from that particular season [20].

Big Data can be found in weblogs, GPS systems, text documents, spreadsheets and databases on the internet as well as in various other places. For this research, the three Big Data characteristics we will focus on are volume, variety and velocity [12]. With respect to the game of soccer, volume can be the set of games that a player plays in a season, number of passes completed, assists given and goals scored. Variety refers the different types of data sources that are available to use such as player data for different positions, health reports and medical data of previous injuries as well as the player performance metrics. These data sources may contain data that are both quantitative and qualitative. Velocity would be the real-time data that would be collected while players are playing. All three concepts are very important for analyzing data in professional sports [16].

Additionally, there are generally three different types of Big Data, namely, structured, unstructured and semi-structured [12]. Structured data are data that are more organized data and describe the relationship present between all contents available within the data space. The information can easily be analyzed as there is the presence of a data pattern which can facilitate data analyzing and SQL queries. An unstructured data do not contain any sort of pattern, making it a challenge to find information quickly. Finally, semi-structured data are in the middle between structured and unstructured where only a portion of the data is well-described [8]. Both semi-structured and unstructured data will need to be cleaned, organized and integrated before meaningful automated analysis can be performed.
C. Analyzing Big Data in Professional Soccer

In professional soccer, there has been a wide variety of changes in the style of play, training methods, and fitness regimen as players get older. One noticeable change in the EPL is the evolution of match performance statistics and metrics compiled on players [6]. There was an increase in intensity and the amount of distance traveled in the premier league between the years 2006-2013. These data were collected using camera tracking system [6]. This system then generated a data set of each player’s technical and physical performance. This player information was stored in public domain data files that contained information of players who completed at least 90 minutes each game [6]. These players were then categorized into separate sections based on the positions they played, such as, defenders, central midfield, wide midfield, attackers etc. These data files on player statistics and metrics have been organized by seasons and have been made available to the general public for consumption, analysis and forecasting purposes [6].

In recent years, player and match analyses have concentrated on finding the strengths and weaknesses of a team and the presumed readiness of a team for upcoming matches. These types of analysis have allowed managers to focus on specific areas to improve, such as fitness; style of play; pace of play; team formation and field management. A set of selected items and indicators can be observed for a specific player or group of players (for example, all the defenders) to determine adjustments that are needed to be ready for an upcoming game. This is generally referred to as a game plan, and is crucial to the success of a team [18]. Some of the basic analysis that has been discussed [18] includes patterns and shapes made by attacking players when searching for goal scoring opportunities and player movement off-the-ball to provide more passing options [9]. This analysis was done by the Spanish Professional Soccer league for the 2008-2009 season [18]. The information gathered from all teams was broken down into four different groups. Statistics gathered and analyzed were goals scored, offensive efficiency, defensive efficiency and game context, such as home-game, away-game and venue played. One of the interesting results obtained from the analysis showed that the home advantage played a huge role in the final result of a game. Teams that were winning more games were more effective at their offensive sets, team organization on the field of play, pace, and field management which allowed them to create more goal scoring situations. Furthermore, the team at the top of the table and field management which allowed them to create more goal offensive sets, team organization on the field of play, pace, played a huge role in the final result of a game. Teams that obtained from the analysis showed that the home advantage away-game and venue played. One of the interesting results defensive efficiency and game context, such as home-game, was broken down into four different groups. Statistics done by the Spanish Professional Soccer league for the 2008-ball to provide more passing options [9]. This analysis was for goal scoring opportunities and player movement off-the-patterns and shapes made by attacking players when searching of the basic analysis that has been discussed [18] includes game plan, and is crucial to the success of a team [18]. Some defenders) to determine adjustments that are needed to be specific player or group of players (for example, all the set of selected items and indicators can be observed for a team and the presumed readiness of a team for upcoming matches. These types of analysis have allowed managers to focus on specific areas to improve, such as fitness; style of play; pace of play; team formation and field management. A set of selected items and indicators can be observed for a specific player or group of players (for example, all the defenders) to determine adjustments that are needed to be ready for an upcoming game. This is generally referred to as a game plan, and is crucial to the success of a team [18]. Some of the basic analysis that has been discussed [18] includes patterns and shapes made by attacking players when searching for goal scoring opportunities and player movement off-the-ball to provide more passing options [9]. This analysis was done by the Spanish Professional Soccer league for the 2008-2009 season [18]. The information gathered from all teams was broken down into four different groups. Statistics gathered and analyzed were goals scored, offensive efficiency, defensive efficiency and game context, such as home-game, away-game and venue played. One of the interesting results obtained from the analysis showed that the home advantage played a huge role in the final result of a game. Teams that were winning more games were more effective at their offensive sets, team organization on the field of play, pace, and field management which allowed them to create more goal scoring situations. Furthermore, the team at the top of the table was averaging a higher number of assists compared to the ones in the bottom. Reference [18] demonstrates that performing statistical analysis can provide helpful information that goes toward team success. This analysis helps managers and coaches to understand the game better and also gives data driven evidence of improvement that need to be made to have a good game plan for each game.

Importantly, the right tool to support Big Data manipulation is critical in performing strong and in-depth data analysis. Large scale data need to be managed in the right manner, as it comes from multiple sources that need to be extracted, cleaned and integrated properly to get more accurate results. In the case of serious injury prediction related to accidents and crashes dealing with cars, [14] divided a data set into multiple groups with samples of accidents that occurred during a 12-year period. One group consisted of data that contained crashes that occurred with one or two passengers and whether or not there was involvement of heavy vehicles. Other groups consisted of accidents with new vehicles; accidents with old; and severity of the injuries. This kind of categorization assisted in formulating insurance premiums for drivers and their various types of automobiles. Reference [14] demonstrated that informed categorization of data can aid significantly in the data analysis process. Therefore, we will adopt a similar strategy of categorization of our data set as part of our data analysis. The data sources we will use are available on team and league website for the general public to access. Since this research will involve Big Data from varying sources, it is best to use a Non-relational Structured Query Language (NoSQL) based application such as SAS or Tableau to establish multiple categories according to player attributes when manipulating the data. We have chosen to use Tableau as the data analysis application. We will use the Jupyter Notebook Integrated Development Environment (IDE) which allows the execution of Python code, data cleaning, data integration, and gives access to the Python machine learning libraries that will determine the injury predictor value. We will then use the Tableau data analytic workbench for data visualization that will enable us to establish our injury prediction indicators and risk profile categories.

III. Experimental Framework and Preliminary Results

During our experiment, the predictive model will be obtained through the use of a linear regression machine learning algorithm from the scikit-learn machine learning library available in Python. The linear regression algorithm uses a linear equation of the form:

\[ y = mx + c \]

where \( y \) is the predicted value (dependent variable), \( m \) represents the slope of the regression line, \( x \) is the input to be supplied (independent variable) and \( c \) in the \( y \)-intercept, that is, the point at which the regression line crosses the \( y \)-axis. Since we will be observing the relationships of several independent variables with a single dependent variable (Distance_per_season from Fig. 1), then a multiple linear regression algorithm will be used to generate the coefficients (the \( m \)-value) for each player attribute (input, independent variable). A split, train, test and validate process will be used to setup our predictive model. Splitting of the data will be done by filtering the dataset to focus on only the independent input variables that are needed to be used to obtain the predicted value. The variables in Fig. 1 will be observed.

The split data sets are used for the purpose of training and testing the linear model. After the completion of the multiple linear regression algorithm, a set of coefficients (\( m \)-values)
and the y-intercept (c-values) will be determined. In Fig. 1, we observed the character of the data set to be used for the purpose of training and testing the linear regression model. The focus variables used include the dependent variable “distance covered all season” and the independent variables “number of appearances”, “number of minutes played”, “players age”, “number of times subbed on” and “the number of times subbed off”. During the next step, all the independent variables will be used to split the data for training and testing, where the training set will contain 80% of the data and the test set will contain 20% of the data as seen in Fig. 2.

After running the machine learning regression algorithm, a set of coefficients and the intercept values are obtained. These values, as seen in Fig. 3, will be used for analyzing and visualizing the data in the Tableau workbench.

![Fig. 3 Intercept and coefficient for prediction](image)

Using the values in Fig. 3, the next step was to use the 80% of training-data-set to train the linear regression model to determine the training score. When this was done, the training score obtained was 77%, see Fig. 4.

![Fig. 4 Training score using 80% of the data set](image)

At this point we used the 20% of testing-data-set to test the linear regression model to determine the test score. This test score will measure how well our linear model can be used for prediction. When this was done, the test score obtained was 76%, see Fig. 5.

![Fig. 5 Testing score using 20% of the data-set](image)

An important step in the process is to validate the 76% test score of the linear model by using a k-fold cross validation process. This validation allows for the generalizing of the model when it is provided with new data. This is done by dividing the data into k equal parts and then making each part contribute to the testing set. The final score will be computed as a mean average of all the scores for each of the kth-part of the data used for testing. From Fig. 6, the mean average score of the k-fold validation (where k = 10 in this experiment) was 72%; the median average lies between 75 and 78% while the mode average lies within the range of 64 and 83% as shown in Fig. 6. As such, we can consider the 76% test score for the linear model to be valid since it falls within the average ranges of the validation scores.

The injury predictor value is then obtained by the computation in Fig. 7 derived from the multiple linear regression machine learning algorithm. The computation in Fig. 7 adds the intercept value to the coefficients multiplied by the several independent variables used to determine the prediction value. At this point, we have the option to determine the prediction values for all players; a set of players by position played; or an individual player. Fig. 8 displays the list of players for the forward (attacking) position for the 2018-2019 EPL season. This function can be performed by choosing the appropriate <Position> checkbox from the right panel. It is important to note that when a player (or group of players) is selected their actual coordinate value is displayed by a green-dot while the predicted value is displayed using a degree of light to dark red-dot.
Fig. 8 Forward Position Players (actual and predicted values)

Fig. 9 Player named "Aguero" selected from the list
Additionally, each player will be placed into the low, medium or high risk profile categories. The range for each of the categories is determined by:

max\text{imum\_predicted\_value} - min\text{imum\_predicted\_value} / 3

Therefore, from Fig. 8, the range for each category is 360.7 – 61.4 / 3 = 99.76, where the low risk profile range is from 61.4 – 161.16 (indicated by light-shade red-dots), the medium risk profile is from 161.17 – 260.93 (indicated by medium-shade red-dots) and high risk profile is from 260.94 – 360.7 (indicated by dark-shaded red-dots).

An individual player can be selected either by finding the name from the list of player’s menu, as seen in Fig. 8 or by clicking on the <Highlight Name> textbox in the right panel and searching for a player by name. When the <Highlight Name> textbox is activated, a list of players will be displayed from which a player can be selected. A player can be selected from the list presented or by manually entering the player’s name as seen in Fig. 9.

From Fig. 9, the predicted value for the high risk profile player named Aguero is 310.8, while the actual value is 264.39. This means that the actual distance travelled by this player is 264.39 km during the season. The computed predicted value of 310.8 km is indicating that whenever this player reaches (or surpasses) this number of distance travelled during the season, the player has a 76% chance of picking up an injury while playing. Since a player generally travels 10.5 km during a standard 90-minute game [25] in the premier league, then this player has a 76% likelihood of being injured within the next five games played based on our model.

IV. CONCLUSIONS

The use of this application can be very beneficial for soccer team coaches and training staff as they prepare their teams to compete in the EPL. The injury prediction indicator can give a birds-eye view of each player on a team as well as allowing the coach to determine when to implement intervention strategies for a particular player. For example, the coach may decide to implement playing-time restriction per game for a particular player; substitute a player in the later stage of a match; rest a player for certain number of games; change a player position so they travel less distance during a game; or recommend a particular training regimen for a player who has a higher risk injury profile. This would work best for various sets of players playing too many games, and players covering a large amount of distance during games. The training staff can apply this software to give players the right type of training and rest schedule to reduce the risk of the player getting an injury. This application can also be used by team scouts who are sent around the world to find new players for their teams. Scouts can analyze a player of interest and determine the players risk profile to decide if the player will add value to their team and to understand the chances of such a player playing consistently throughout a season of play.

V. FUTURE WORK

Currently, the data sources used by the application are static data files. The next step in the evolution of this application will be to make the data sets dynamic by retrieving them in real time. This would provide the end-user with the most recent iteration of player information and thereby making the prediction more current. Another improvement is to add more soccer leagues from across the world as currently only players in the EPL are activated. Additionally, it would be nice to include data sets that could examine players in the youth academy of a team to track how injury prone they are from an early age and to implement injury preventative actions. Furthermore, we could incorporate options for other kinds of professional sports such as basketball, baseball and athletics.

Finally, the importance of tracking players using motion sensor technology could greatly optimize and increase the strength of the analysis and prediction that can be performed on a player in real time. This would involve a player being attached with a tracking device close to their chest or on their arm to capture player information that can then be used by the injury predictor application in real time.
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