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Abstract—This work presents the particle swarm optimization 

trained neural network (PSO-NN) supervisory proportional integral 
derivative (PID) control method to monitor the pressurized water 
reactor (PWR) core power for safe operation. The proposed control 
approach is implemented on the transfer function of the PWR core, 
which is computed from the state-space model. The PWR core state-
space model is designed from the neutronics, thermal-hydraulics, and 
reactivity models using perturbation around the equilibrium value. The 
proposed control approach computes the control rod speed to 
maneuver the core power to track the reference in a closed-loop 
scheme. The particle swarm optimization (PSO) algorithm is used to 
train the neural network (NN) and to tune the PID simultaneously. The 
controller performance is examined using integral absolute error, 
integral time absolute error, integral square error, and integral time 
square error functions, and the stability of the system is analyzed by 
using the Bode diagram. The simulation results indicated that the 
controller shows satisfactory performance to control and track the load 
power effectively and smoothly as compared to the PSO-PID control 
technique. This study will give benefit to design a supervisory 
controller for nuclear engineering research fields for control 
application. 
 

Keywords—Machine learning, neural network, pressurized water 
reactor, supervisory controller. 

I. INTRODUCTION 
HE pressurized water reactor (PWR) is a complex system 
that uses water as a coolant and a moderator. The 

parameters of the PWR are dynamic and vary with power level 
as a function of time. Thus, the mathematical equations are 
developed based on assumptions and therefore do not represent 
the actual PWR model. Consequently, the PWR faces 
uncertainties and needs a controller for safety operation. 
Different control approaches including traditional PID and 
intelligent controllers are applied to regulate the PWR power. 

The proportional-integral-derivative (PID) controller is 
commonly used in most industrial processes [1]. In the case of 
nuclear engineering, the PID controller is applied to monitor the 
core output power [2]-[4]. PID is also used to control the steam 
generator water level of PWR [5]. However, the tuning of the 
PID parameters is a difficult task and time-consuming using 
traditional, and trial and error methods. Hence, the PID 
controller is unable to handle the data and shows overshoot and 
undershoot. Thus, the drawbacks of the PID controller could be 
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overcome by using population-based algorithms and artificial 
neural network approaches.   

The artificial neural network (ANN) is a machine learning 
technique applied to control load following operation of a 
nuclear reactor [6], [7], to identify nuclear reactor black box 
model [8], to control the feedwater of a steam generator [9], to 
predict the moderator temperature of the heavy water reactor, 
and the core parameter of PWR [10], [11], to diagnose the 
transients of a nuclear power plant [12], to handle large nuclear 
reactor data, make decisions, predict, and control [13], and 
others.  

The ANN could be trained by using different algorithms, and 
gradient descent is the common method [14]. However, the 
gradient descent method gives the optimal model without 
training the whole dataset. This shortcoming can be overcome 
by using a population-based iterative intelligent algorithm.  

The population-based algorithms are currently applied to 
train ANN to solve different complex problems in various 
research areas. Particle swarm optimization (PSO) algorithm is 
applied to train ANN [15]-[17] and tune the PID parameters 
automatically for control application [18], [19].  

The ANN is also used to supervise other control methods to 
ensure effective, optimal, and stable control action in different 
research areas, including nuclear engineering [20]-[24].   

The drawbacks of the PID in data handling, controlling, and 
optimization could be overcome by supervising using 
intelligent algorithms. This work proposes the PSO-NN 
supervisory PID control approach to monitor the PWR core 
power for load following application in a closed-loop scheme. 
This control method is simple to implement on any dynamic 
system for stable control action and reference tracking. The rest 
of this paper first explains the methodology, which includes the 
state-space model of PWR core and the proposed control 
method. Then followed by detailed results and conclusion.   

II. PWR CORE MODEL 
The PWR core model is designed from the neutronics, 

thermal-hydraulics, and reactivity models. The neutronics 
model describes the time domain of the neutron population and 
the power in the reactor core region. The neutronics model for 
one energy group and a single delayed precursor neutron group 
is mathematically represented as; 
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  cdtdn   )/-(/      (1) 
 

cndtdc   )/(/       (2) 
 

where, n, c, ρ, β, τ, and λ are the neutron density, delayed 
neutron precursor concentration, total reactivity, delayed 
neutron fraction, prompt neutron lifetime, and delayed neutron 
decay constant respectively.  

The thermal-hydraulics model is used to compute the heat 
transfer process in a nuclear reactor. This model is designed 
from a single fuel temperature and the average temperature of 
two coolant temperature regions based on Mann’s formulation 
[25] as shown in Fig. 1. The model complexities are avoided by 
considering assumptions like one-dimensional fluid flow, well-
stirred coolant lumps, and constant heat transfer coefficient 
from fuel to coolant.    

 

 
Fig. 1 The heat transfer process 

 
The mathematical expression of the thermal-hydraulics 

model of the PWR core is designed from a single fuel, and 
average coolant temperatures, which is given by;  

 
))(/()/(/ cffff TTPfdtdT       (3) 
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ccc

ccccc
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where, Tf, Tc1, and Tc2  are temperatures of the fuel, inlet coolant, 
and outlet coolant respectively.  

The average coolant temperature (Tc) is expressed as; 
 

2/)( 21 ccc TTT           (5) 
 

The PWR power (P) is proportional to the neutron density 
which is given as; 

 
nPP o               (6) 

 
where, Po and n represent the nominal and relative power 
respectively.  

The reactivity term in the neutronics model is the sum of the 
reactivity changes due to control rod movement, fuel, and 

moderator temperatures. The total reactivity is given by; 
 

2)2/( ccffr TT        (7) 
 

where, αf, and αc are the reactivity feedback coefficients of the 
fuel and coolant respectively. The terms ρr and  denote the 
reactivity due to control rod movement and the deviation 
respectively.  

The neutronics, thermal-hydraulics and reactivity models are 
interdependent with each other. These models could be 
combined and linearized around the steady-state value using 
deviations for various purposes such as control design and to 
describe the behavior of the PWR. The deviations of the point 
kinetics and thermal-hydraulics model state variables are given 
as; 

 
   nnn o             (8) 

 
       ccc o           (9) 

 
        foff TTT  ,        (10) 

 
    1,11 cocc TTT         (11) 

 
 2,22 cocc TTT        (12) 

 
where, (.)o indicates the equilibrium values. 

The rate of change of the state variables of the reactor at 
steady state is zero. The inlet coolant temperature of PWR is 
considered as constant and the perturbation is zero. Substitute 
(5-12) into (1-4), the simplified and linearized PWR core model 
equations are written as; 
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rrr vGdtd  /             (17) 
 

Equations (13)-(17) could be stated in a simple form called 
the state-space model. The state-space model of the dynamic 
system is a set of first-order differential equations used to 
investigate the inputs and outputs. The output variables are 
selected from the state variables. The state-space model and the 
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corresponding output is given by; 
 

)()(/)( tButAxdttdx        (18) 
 

)()( tCxty          (19) 
 

where, x(t), y(t), and u(t) are the state output and input variables 
respectively. The coefficients A, B and C are the state, input and 
output matrices respectively.   

Equation (18) clearly shows the input and output variables. 
The control rod movement is the input variable, and the output 
variable could be selected from the state variables based on the 
control interest. 

In PWR, the coefficients αf, αc, µc, Ω, and M vary as a 
function of operational power level, and mathematically written 
as [7], [26], [27]. 

 
510)24.4(  of n      (20) 

 
510)3.174(  oc n    (21) 

 
002.54)9/160(  oc n     (22) 

 
4.9333)3/5(  on      (23) 

 
7428  onM        (24) 

 
Further, the values of the rest constants are given in Table I. 
 

TABLE I 
THE CONSTANTS  

Constants Values 
Po 300 MW 
β 0.00619 
λ 0.1 s-1 
τ 0.00002 s 
f 0.975 

µf 26.3 MW.s/  
Gr 0.002 

 
The state-space model equation given by (18) and (19) 

represents an open-loop system which can be represented using 
block diagrams as shown in Fig. 2. 

 

 
Fig. 2 The block diagram representation of the open-loop state-space 

model 
 

The system to be controlled is represented using the state-
space model and transfer function. The transfer function of an 
LTI system is calculated from the state space model using 

Laplace transformation. The transfer function of the PWR 
model is given by; 

 
BAISCSUSYSG 1)()(/)()(    (25) 

 
where, I and S are the identity matrix and the Laplace variable 
respectively.  

The transfer function is then discretized to implement the 
proposed control approach.     

III. PSO-NN SUPERVISORY PID CONTROLLER 
In control theory, the controller computes the control input to 

optimize the plant output and track the reference input. The 
supervisory control method is used to facilitate the decision-
making process for effective, stable, and adaptive control action 
[28]. The PSO-NN supervisory PID control structure is 
composed of the NN and PID controllers in a closed-loop 
structure as shown in Fig. 3. The PWR core model output is 
compared with the reference value to calculate the tracking 
error. The PWR core output, the control input, and the error are 
used as input to train the NN using the PSO algorithm. The PSO 
algorithm is also used to tune the PID parameters. The PID 
controller filters the error to generate the PID output that is 
supervised by the NN. Further, the error is fed to the NN to 
adapt the system to the working environment. The components 
of the controller are discussed in the following subsections in 
detail.   

 

 
Fig. 3 The control scheme 

A. The Neural Network 
The NN is an intelligent data computing method that works 

based functioning human brain. This network is used for system 
identification, prediction, and control applications from 
observational data. NN can adapt variable conditions by 
updating connection weights. The NN consists of a single 
hidden layer between the input and output layers as depicted in 
Fig. 4. Each layer consists of different number of neurons 
depending on the problem type. The connection weights are 
used to link the neurons of successive layers. The input layer 
receives the input data, the hidden layer processes the weighted 
data, and the output layer gives the processed data to users. 
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Fig. 4 The NN architecture 

 
The input layer receives the input data, (xi), and fed weighted 

data to the hidden layer. The hidden layer contains summation 
and radial basis activation functions. The summation function 
sums up the weighted inputs and the activation function process 
the dataset and introduces nonlinearity to the network. The 
hidden neurons sum up the weighted inputs, which is given by; 

 

iijij xwp          (26) 

 
where, w(.) are the connection weight of successive layers.  

The radial basis activation function of the hidden neurons 
processes the summed weighted inputs given by;    

 

)/||exp(|| 22 bCph nijj      (27) 
 

where, i and j indicate the number of neurons of the input, and 
hidden layers respectively.  

The output layer then receives the weighted values of the 
processed data and then sends the data to users. The output 
neuron consists of linear activation function and summation 
functions. The output of the NN is given by; 

 





n

j
jjoNN hwu

1
       (28) 

 
The network propagates forward to train the network using 

the data in a closed-loop scheme until the proposed learning 
cycles, called epochs, ends.  

B. The PID Controller 
The PID controller is a combination of the proportional (P), 

integral (I), and derivative (D) controllers as shown in Fig. 5. 
The P, I, and D terms provide stable operation, limit the speed 
of the system response, and improves the stability of the system 
respectively.  

 

 
Fig. 5 The PID control structure 

The PID controller provides a control signal which is 
proportional to the tracking error of the system in the past, 
present, and future. The PID controller output is given by; 

 

)/( dtdekdtekeku dipPID      (29) 
 

where, kp, ki, and kd are the proportional, integral, and derivative 
gains respectively. 

The total control input of the PWR core model is the sum of 
the outputs of the NN and PID controllers. The control input 
pushes the PWR core output to follow the reference value. The 
total control input is given by; 

 

PIDNN uuu          (30) 
 

The PSO algorithm is used to train the NN and tune the PID 
gains for effective control action. 

C. The Particle Swarm Optimization Algorithm 
Particle swarm optimization (PSO) is a population-based 

intelligent algorithm inspired by a group of birds and fishes. 
The particles move in space randomly and each particle 
represents a solution to the given optimization problem [15], 
[29]. The particles are accelerated towards the best position by 
updating the inertial weights at each iteration. The velocity and 
position of the swarm in a given dimensional space are given 
by; 

 

)]()([
)]()([)()1(

,,22

,,11,,

kxkprc
kxkprckwvkv

didg

didididi




 (31) 

 
)1()()1( ,,,  kvkxkx dididi      (32) 

 
where, vi,d, xi,d, pi,d, pg,d, and w are the velocity, position, best 
position, global best position, and inertial weight of the particles 
respectively. The subscripts i and d represent the number of 
particles, and the dimension of the search space respectively. 
Further, r1 and r2 are random numbers between [0 1] range, and 
the constants c1 and c2 are the acceleration coefficients in [0 1] 
interval.   

D.  The Jacobian and Performance Indices 
The effect of the control input on the model output is 

estimated by using Jacobian. The Jacobian is also used to assess 
the performance of the NN [30], which is expressed as;  

 

)/)(/)(/(
//

upphhu
uuuy

ijijjjNN

NNp




  (33) 

 
Further, the performance of the controller is evaluated by the 

integral square error (ISE), integral absolute error (IAE), 
integral time square error (ITSE), and integral time absolute 
error (ITAE) criterion functions. These functions are given by;  

462International Scholarly and Scientific Research & Innovation 15(10) 2021 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 N
uc

le
ar

 a
nd

 Q
ua

nt
um

 E
ng

in
ee

ri
ng

 V
ol

:1
5,

 N
o:

10
, 2

02
1 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
12

30
5.

pd
f



World Academy of Science, Engineering and Technology
International Journal of Nuclear and Quantum Engineering

Vol:15, No:10, 2021 

 

 dttetISE 2))(()(       (34) 
 

 dttetIAE |)(|)(        (35) 
 

 dttettITSE 2))(()(       (36) 
 

 dttettITAE |)(|)(       (37) 
 

where, t is the time.  

IV. RESULTS 
This section presents the simulation results obtained by 

implementing the proposed control approach on the PWR core 
model. The simulation is held on the MATLAB environment. 
The NN has a 3-8-1 orientation, and the connection weights are 
initialized randomly. The population size was set as 10, and the 
initial position of the swarm is assigned randomly. The 
dimension of the swarm position is the same as the network 
hidden neurons. The controller is trained for 100 iterations. 

The PSO-NN supervisory PID control capability is tested on 
ramp-shaped reference profiles of the PWR power in two 
control loops.      

A. The Power Control Loop-I 
The first case considers that the PWR core power load 

changes as follows: Initially, for 200s the desired fractional full 
power (FFP) is maintained at 1.0FFP, then reduced to 0.8FFP 
in 150 s, then held at 0.8FFP for 300 s, and increased to 1.0FFP 
in 150 s, finally held at 1.0FFP for the rest duration. The 
performance of the proposed controller with regards to 
reference tracking and load power controlling is shown in Fig. 
6 (a). The PSO-NN effectively supervises the PSO-PID to track 
the demand power variations successfully as compared with the 
PSO-PID control approach. Further, the proposed control 
technique follows the reference value faster than the PSO-PID 
method when the load power changes. This prevails that the 
PSO-NN supervisory PID controller is more accurate, and 
effective than the PSO-PID approach to regulate the core power 
load change.   

The tracking error and the error distributions are depicted in 
Fig. 6 (b). The controller filters the error and computes the 
control input of the PWR core model to adjust the output power. 
The control rod speed computed by both controllers is shown in 
Fig. 6 (c). The effect of the control rod speed on the PWR output 
power is measured using the Jacobian value. As shown in Fig. 
6 (d), the Jacobian values are small which confirms that the 
controller filters the error efficiently. Further, the control rod 
speed is less sensitive to the output power. Fig. 6 (e) illustrates 
the performance of the controller, measured by ISE, IAE, ITSE, 
and ITAE criterion functions that decline with iterations. The 
figure shows that the ITAE function has the highest 
convergence rate as compared to others. The graph is also used 
to select the appropriate performance index for fast 
computational effort and less cost to different control 

applications. 

 
(a)  Relative power 

 

 
(b) The error and error distribution 

 

 
(c)  The control input 

 

 
(d) The Jacobian values 
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(e)  The performance of the controller 

Fig. 6 The simulation results 

B. The Power Control Loop-2 
For the second case, the FFP reference was initially set at 

0.4FFP for 100s, then increased to 0.6FFP in 250 s, held at 
0.6FFP for 600 s, and decreased to 0.4FFP in 250 s, finally held 
at 0.4FFP for the rest duration. The variations of the reference 
and PWR output power are plotted in Fig. 7 (a). The PSO 
algorithm trains the NN to supervise the PID controller to track 
the reference input effectively and smoothly as compared with 
the PSO-PID method.  

The main object of any controller is to filter the error and 
generate the control input. The control input is fed to the PWR 
core model to optimize the output to track the reference input.  
Fig. 7 (b) displays the control rod speed computed by both 
controllers.  The Jacobian values and the performance of the 
PSO-NN supervisory controller are depicted in Figs. 7 (c) and 
(d) respectively. 

 

 
(a)  Relative power 

 

 
(b) Control input 

 
(c)  The sensitivity 

 

 
(d) Performance of the controller 

Fig. 7 The simulation results 
 

The PWR model shows a frequency nature and can be 
represented using the Bode diagrams. The Bode plot is used to 
evaluate the stability in terms of gain and phase. The gain 
margin (GM), and phase margin (PM) at the crossover 
frequency are mathematically expressed as;  

 
GGM  0        (38) 

 
)180( PM       (39) 

 
where, G and ϕ are the gain and phase lag respectively. 

Fig. 8 shows the Bode plot of the PWR core. The GM, PM, 
and crossover frequency of the PWR model are 150dB, 73.8o, 
and 0.346 rad/s respectively. Both GM and PM are positive and 
confirm the stability of the PWR core model. 

 

 
Fig. 8 Bode plot   
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