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Abstract—Edgeworth Approximation, Bootstrap and Monte Carlo Simulations have a considerable impact on the achieving certain results related to different problems taken into study. In our paper, we have treated a financial case related to the effect that have the components of a Cash-Flow of one of the most successful businesses in the world, as the financial activity, operational activity and investing activity to the cash and cash equivalents at the end of the three-months period. To have a better view of this case we have created a Vector Autoregression model, and after that we have generated the impulse responses in the terms of Asymptotic Analysis (Edgeworth Approximation), Monte Carlo Simulations and Residual Bootstrap based on the standard errors of every series created. The generated results consisted of the common tendencies for the three methods applied, that consequently verified the advantage of the three methods in the optimization of the model that contains many variants.
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I. INTRODUCTION

The econometrics is related to the application of some statistical methods in the solution of an economical problem. The difference between the econometrician’s and statistician’s points of view has to do with the stochastic relation that is essentially considered by the econometrician. To solve the financial problem of this study related to the influence of Cash-Flow’s components in the Cash and Cash Equivalents, we have created a VAR Model (Vector Autoregression Model Estimate) with the series created for the financial activities, operational activities, investing activities and cash and cash equivalent for every three months’ end during 30 years, through the EViews10 software package. An abbreviated description of the treatments of the basics of VAR analysis and the important features of the model is given in [9]. Lag Tests and Lag Length Criteria compute various criteria to select the lag order of an unrestricted VAR and it is necessary to specify the maximum lag to “test” for. The results display various information criteria for all lags up to the specified maximum [8]. Lagrange Multiplier test (LM test) statistics for residual serial correlation till the specified order, in the multivariate case is used by the Autocorrelation LM Test. The version of this LM test is the LR’s formula [14, p.22]. Edgeworth expansion correction is applied by the shape of this statistics [4]. The Rao F-test is another version of LM statistics, except the LR version that can be computed in EViews [4]. The simulations of Edgerton and Shakur [4] suggest that it performs best among the many variants they consider. The impulse response is related to a one-time influence to one of the innovations on current and future values of the variables taken in [15], [16]. In the impulse responses, one of the most important commands that gives the better view of the VAR model estimation is the Asymptotic Analysis that is related with the Edgeworth Approximation [1], [5], [10]. Also, Monte Carlo is one of the best methods that improve the view of generated results after the realized replications for limited observations. This method follows the same logic as the Bootstrap method and the both of them contribute to more certain results.

In our paper, after the process of completing the condition of the stationary series, in order to be predictable, we tested the lags to reduce the serial correlation and heteroskedasticity problems. At the end we studied the impulse response of the VAR model related to the standard deviation. In this field we used the asymptotic analysis that means the Edgeworth Approximation Model, Monte Carlo and Bootstrap, whose results presented a common distribution of the responses of all series after the shocks in the standard errors of the other series.

II. VECTOR AUTOREGRESSIONS

The VAR is widely applied for the prognosis of the systems of interrelated time series and for analyzing the dynamic influence of random shocks on the system of variables. The reduced form VAR is not focused on the structural modeling by treating every endogenous variable of the system as a function of p-lagged values of all of the endogenous variables included in the system [15], [16]. The treatments of the basics of VAR analysis and the important features of the model are described in [9].

We may write the stationary, $k$-dimensional, $VAR(p)$ process as:

$$y_t = A_1 y_{t-1} + \ldots + A_p y_{t-p} + C x_t + \epsilon_t$$

where $y_t = (y_{t1}, y_{t2}, \ldots , y_{tk})'$ is a $k \times 1$ vector of endogenous variables, $x_t = (x_{t1}, x_{t2}, \ldots , x_{td})'$ is a $d \times 1$ vector of exogenous variables, $A_1, \ldots , A_p$ are $k \times k$ matrices of lag coefficients to be estimated, $C$ is a $k \times d$ matrix of exogenous variable coefficients to be estimated, $\epsilon_t = (\epsilon_{t1}, \epsilon_{t2}, \ldots , \epsilon_{tk})'$ is a $k \times 1$ white noise.
innovation process, with,

\[ E(\varepsilon_t) = 0, E(\varepsilon_t \varepsilon_s') = \Sigma_\varepsilon, \text{ and } E(\varepsilon_t \varepsilon_s') = 0, \text{ for } t \neq s. \]

This equation shows that the vector of innovations is jointly correlated with full rank matrix, but not correlated with their leads and lags of the innovations and the right-hand side variables [15], [16].

In Eviews, the simple Ordinary Least Square Estimation is applied to each equation, for generating the assessment of the standard VAR model [15], [16]. Implementing OLS estimation to the shelf yields the LS estimator \( \hat{\beta} = ((Z'Z)^{-1}Z'W) \hat{\varepsilon} \) which has covariance matrix \( \hat{\Sigma}_\varepsilon = \hat{\varepsilon} (\hat{\varepsilon}' / T - (pk + d)) \).

To get a covariance matrix of evaluation we need an assessment, which is usually obtained by using d.f. corrected estimator of the remaining (residual) moment:

\[ \hat{\Sigma}_\varepsilon = \frac{\hat{\varepsilon} \hat{\varepsilon}'}{T - (pk + d)} \]

where \( \hat{\varepsilon} = Y - \hat{\beta}Z \) for \( \hat{\beta} = \text{vec}(\hat{\beta}). \)

**EViews 10**

EViews is a statistical and econometric software package. The most current professional version is EViews 10, because it helps in creating the aiming model and studying it through a various commands and scripts. We have done the study of our model with the help of this software.

### III. Lag Tests

**LAG EXCLUSION TESTS**

The Lag Exclusion Tests perform the default exception tests for every lag of the VAR model. The Wald statistic gives a separated and common report of each equation related to the joint importance of all endogenous variables at every one of the lags included in the model.

**LAG LENGTH CRITERIA**

The Lag Length Criteria generate different criteria of the lag order selection for an unrestricted VAR. It is necessary to specify the maximum order of lags for realizing the test. The generated results show different information criteria for all lags for the determined maximum. (The lag starts at 1 if the VAR model is free of exogenous variables and it starts at 0 for the inverse alternative) The criteria are explained in more details in [8]. The LR test begins with the maximum lag and uses the statistics to test the hypothesis that states for the commonly zero value of the coefficients on lag l:

\[ LR = (T - m)[\log |\Sigma_{\varepsilon,1}^t| - \log |\Sigma_{\varepsilon,1}^t| \sim \chi^2(k^2) \]

where the number of parameters is represented by m. The Sims’ [3] sample modification which uses (T-m) instead of T can be considered too. The modified LR statistics result should be compared to the 5% critical value that starts from the maximum lag, and decreases the lag one at a time until getting the first rejection. If the tests do not identify rejects, the minimum lag will be noted with an asterisk. An important conclusion is that even though the individual tests have size 0.05, the whole size of the test is impossible to be 5%; see the discussion in [8, p.125-126], [15], [16].
Vector Autoregression Estimates
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null hypothesis: No serial correlation at lag h

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.71434</td>
<td>16</td>
<td>0.2334</td>
<td>1.246910 (16, 229.8)</td>
<td>0.2337</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>17.07720</td>
<td>16</td>
<td>0.3806</td>
<td>1.074038 (16, 229.8)</td>
<td>0.3810</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>22.78647</td>
<td>16</td>
<td>0.1196</td>
<td>1.450740 (16, 229.8)</td>
<td>0.1198</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>32.42915</td>
<td>16</td>
<td>0.0088</td>
<td>2.107965 (16, 229.8)</td>
<td>0.0888</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>21.64000</td>
<td>16</td>
<td>0.1552</td>
<td>1.374364 (16, 229.8)</td>
<td>0.1555</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>19.52886</td>
<td>16</td>
<td>0.2422</td>
<td>1.234688 (16, 229.8)</td>
<td>0.2426</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13.28754</td>
<td>16</td>
<td>0.6516</td>
<td>0.828962 (16, 229.8)</td>
<td>0.6519</td>
<td></td>
</tr>
</tbody>
</table>

null hypothesis: No serial correlation at lags 1 to h

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.71434</td>
<td>16</td>
<td>0.2334</td>
<td>1.246910 (16, 229.8)</td>
<td>0.2337</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>38.33890</td>
<td>32</td>
<td>0.2040</td>
<td>1.215297 (32, 263.4)</td>
<td>0.2054</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>52.56696</td>
<td>48</td>
<td>0.3016</td>
<td>1.105646 (48, 260.1)</td>
<td>0.3060</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>75.42465</td>
<td>64</td>
<td>0.1554</td>
<td>1.202771 (64, 248.9)</td>
<td>0.1622</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>100.0980</td>
<td>80</td>
<td>0.0637</td>
<td>1.295347 (80, 235.2)</td>
<td>0.0707</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>109.2063</td>
<td>96</td>
<td>0.1685</td>
<td>1.158040 (96, 220.4)</td>
<td>0.1901</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>112.1851</td>
<td>112</td>
<td>0.4773</td>
<td>0.987564 (112, 205.1)</td>
<td>0.5235</td>
<td></td>
</tr>
</tbody>
</table>

*Edgeworth expansion corrected likelihood ratio statistic.

Fig. 3 VAR residual serial correlation LM tests

Fig. 4 VAR residual heteroscedasticity tests

Fig. 5 VAR residuals

IV. RESIDUAL TESTS

Autocorrelation LM Test

LM test statistics for residual serial correlation till the specified order in the multivariate case is used by the Autocorrelation LM Test. The statistical test of Breusch-Godfrey, which is used in identifying the autocorrelation at lag order h, can be computed by executing an adjuvant regression of the residuals \( u_t \) on the original right-hand regressors and the lagged residual \( u_{t-h} \) and the first h values of \( u_{t-h} \) that are missed are stuffed with zeros.

The version of this LM test is the LR’s formula [14, p.22]. Edgeworth expansion correction is applied by the shape of this statistics [4]. The LM statistic is asymptotically distributed \( \chi^2 \) with \( k^2 \) freedom’s degree, in the case of no serial correlation of order h, as a null hypothesis.

The Rao F-test is another version of LM statistics, except the LR version that can be computed in EViews [4]. The simulations of Edgerton and Shukur [4] suggest that it performs best than the many other variants they consider.

White Heteroskedasticity Test

The test regression is gained through testing the joint significance of the regression after regressing every cross generation of the residuals on the cross products of the regressors. The No Cross Terms alternative is based only on the levels and squares of the original regressors, whereas the With Cross Terms option involves all non-redundant cross-generations of the original regressors in the test equation. A constant term can be included as a regressor in a regression test.

The first results show the common importance of the regressors with the exception of the constant term. These tests verify the stability of every separated element in the residual covariance matrix. The null hypothesis shows the assumption
that the regressors that are not constant have not a common significance.

<table>
<thead>
<tr>
<th>Response of D(CASH &amp; CASH EQUIVALENTS):</th>
<th>(a)</th>
<th>Response of D(OPERATIONAL ACTIVITIES):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td>D(CASH &amp; CASH EQUIVALENTS)</td>
<td>(b)</td>
</tr>
<tr>
<td></td>
<td>(D(OPERATIONAL ACTIVITIES))</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2332.481</td>
<td>3441.162</td>
</tr>
<tr>
<td></td>
<td>(0.00000)</td>
<td>-98.1250</td>
</tr>
<tr>
<td>2</td>
<td>351.007</td>
<td>-215.4037</td>
</tr>
<tr>
<td></td>
<td>(0.00000)</td>
<td>(92.8558)</td>
</tr>
<tr>
<td>3</td>
<td>16.94972</td>
<td>112.861</td>
</tr>
<tr>
<td></td>
<td>(100.608)</td>
<td>-164.4401</td>
</tr>
<tr>
<td>4</td>
<td>51.02785</td>
<td>-98.27422</td>
</tr>
<tr>
<td></td>
<td>(100.761)</td>
<td>-198.2446</td>
</tr>
<tr>
<td>5</td>
<td>75.46171</td>
<td>-5.080033</td>
</tr>
<tr>
<td></td>
<td>(119.201)</td>
<td>608.0182</td>
</tr>
<tr>
<td>6</td>
<td>87.91456</td>
<td>61.75002</td>
</tr>
<tr>
<td></td>
<td>-370.4441</td>
<td>-65.27948</td>
</tr>
<tr>
<td>7</td>
<td>127.496</td>
<td>-6.501295</td>
</tr>
<tr>
<td></td>
<td>(112.949)</td>
<td>122.946</td>
</tr>
<tr>
<td>8</td>
<td>48.70167</td>
<td>-278.7249</td>
</tr>
<tr>
<td></td>
<td>(126.140)</td>
<td>-102.9400</td>
</tr>
<tr>
<td>9</td>
<td>72.23240</td>
<td>108.801</td>
</tr>
<tr>
<td></td>
<td>(175.824)</td>
<td>140.5936</td>
</tr>
<tr>
<td>10</td>
<td>108.801</td>
<td>160.595</td>
</tr>
<tr>
<td></td>
<td>(275.995)</td>
<td>197.5116</td>
</tr>
<tr>
<td></td>
<td>108.801</td>
<td>160.595</td>
</tr>
<tr>
<td></td>
<td>(275.995)</td>
<td>197.5116</td>
</tr>
</tbody>
</table>

Fig. 6 Asymptotic Edgeworth Approximation for the identification of the particular series response

V. IMPULSE RESPONSES

The impulse responses explain the effect of an immediate change to the i-th variable, that influences the other variables and this effect is transmitted to all other endogenous variables included in the VAR model. The impulse response is related to a one-time occurrence of the innovations on current and future values of the variables taken in [15], [16]. The result of the impulse response is clear, if the innovations are jointly not correlated. The i-th innovation is just an immediate change to the i-th endogenous variable. Innovations are usually correlated, and cannot be associated with a specific variable [15], [16]. For a right interpretation of the impulses, it is necessary to implement a transformation to the innovations for making them uncorrelated: 

\[
u_t = P_{i,t} \sim (0,D)
\]

where D is a diagonal covariance matrix. EViews provides several options for the choice of P which produce a diagonal matrix.

In the impulse responses, one of the most important commands that give the better view of the VAR model estimation is the Asymptotic Analysis that is related with the Edgeworth Approximation.

Edgeworth Expansion

Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed random variables with mean \( \mu \) and variance \( \sigma^2 \). By the Central Limit Theorem,

\[
S_n = \frac{\sum_{i=1}^{n} X_i/n - \mu}{\sigma/\sqrt{n}}
\]

is asymptotically normally distributed with zero mean and unit variance. We are interested in the asymptotic behavior of the difference between the normal distribution \( \Phi(x) \) and the distribution function \( F_n(x) \) of the \( S_n \). By logarithmic expansion, characteristics functions, using the expansion series of the exponential function and doing the necessary transformations [2], [6], [11], [13], we can get:

\[
P(S_n \leq x) = \Phi(x) + n^{-1/2} p_1(x)\phi(x) + n^{-3/2} p_2(x)\phi(x) + \ldots
\]

or

\[
+ n^{-1/2} p_1(x)\phi(x) + \ldots
\]

called the Edgeworth expansion of the distribution of
\( P(S_n \leq x) \). Here \( \Phi \) denotes the standard normal distribution function, \( \phi \) denotes the standard normal density. The polynomial \( p_j \) has degree of order \( 3j-1 \) and is odd for even \( j \).

Hence,
\[ p_j(x) = -\frac{1}{6} k_j(x^2 - 1) \]

and,
\[ p_j(x) = -\frac{1}{24} k_j(x^2 - 3) + \frac{1}{72} k_j^2(x^4 - 10x^2 + 15) \].

The third cumulant \( k_j \) refers to skewness, so the term of \( n^{-3/2} \) order improves the basic normal approximation of the cumulative distribution function of \( S_n \) by performing skewness correction. \( k_j \) refers to kurtosis for the term of order \( n^{-1} \) which improves the normal approximation further by adjusting for kurtosis.

Usually (2) exists as an asymptotic series, which means that if the series stop at a specific order the remainder is of smaller order than the last omitted term in the series. It means:

\[ P(S_n \leq x) = \Phi(x) + n^{-1/2} p_1(x)\phi(x) + n^{-3} p_2(x)\phi(x) + \ldots + n^{-j/2} p_j(x)\phi(x) + o(n^{-j/2}) \]  \hspace{1cm} (3)

The restrictions on (2) are:
\[ E(|X|^{3/2}) < \infty \text{ and } \lim_{n \to \infty} \sup |\psi(t)| < 1 . \]

One can find the proof of this fact in [10]. The techniques used to derive Edgeworth expansions for the distribution of one-dimensional statistics can be generalized to the multivariate case. However, in the multivariate case the notation becomes more complex. A basic result on multivariate Edgeworth expansions is that of [12].

Now, let see the order of Edgeworth expansions for a stationary autoregressive series.
Let $Y_t$ be a stationary autoregressive process satisfying,

$$Y_t = \sum_{i=1}^{\nu} \theta_i Y_{t-i} + \epsilon_t,$$

where we assume that:

- (A.1) $(\epsilon_t)$ are i.i.d. $\sim F(\epsilon, E\epsilon = 0, E\epsilon^2 = 1, E\epsilon^{2(s+1)} < \infty$ for some $s \geq 3$.
- (A.2) $(\epsilon_t, \epsilon_t')$ satisfies Cramer’s condition, i.e., for every $d > 0$, there exists $\delta > 0$ such that $\sup_{\theta \in \mathcal{P}} |E\exp(\theta'(\epsilon_t, \epsilon_t'))| \leq \exp(-\delta)$.
- (A.3) Roots of $\sum_{j=0}^{\nu} \theta_j z^{p-j} = 0$ lie within the unit circle.

Here $\theta_0 = 1$.

The arguments [1], [5] show that if conditions (A.1) and (A.3) hold and $\epsilon_t$ satisfies Cramer’s condition, then the distribution of $n^{-1/2} S_t(\theta_0 - \theta)$ admits an Edgeworth expansion of order $o(n^{-1/2})$.

Monte Carlo Method

Monte Carlo is one of the best methods that improves the view of generated results after the realized replications.

Monte Carlo and Bootstrap versions have common results in the practical data, where they can be applied. The data used in practical studies are limited and this condition is one of the most important ones, because the repeating samples for the particular limited observations gives certain results.

Impulse Response Standard Errors and Confidence Intervals

The asymptotic approximation gives a better view of the confidence intervals for a VAR model and this kind of distribution has an optimal performance in limited samples [7].

The impulse response standard errors through generating the Confidence Intervals are related to the application of the Monte Carlo and Bootstrap methods because of the limited observations used. This application gives optimal solution for a case taken in study.
where the $B$ outputs $*$ of data generations in (4) to give $B$ independent results $*$ simulating a considered number, for example $B$, of different aimed object like: estimator, statistical tests etc.,

If a system of time series can be modified as a VAR model and for each output, find the corresponding $*$
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 response of $\mathbf{D}(\text{Operational ACTIVITIES})$ period

<table>
<thead>
<tr>
<th>Response of $\mathbf{D}(\text{Operational ACTIVITIES})$ Period</th>
<th>DisCASH&amp;DisCASH EQUIVALENTS</th>
<th>DisDIFFERENTIAL ACTIVITIES</th>
<th>DisINVESTING ACTIVITIES</th>
<th>DisOPERATIONAL ACTIVITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>344.1629</td>
<td>-38.12310</td>
<td>669.6536</td>
<td>0.0000000</td>
</tr>
<tr>
<td>2</td>
<td>(37.141)</td>
<td>(91.0205)</td>
<td>(74.3287)</td>
<td>(0.00000)</td>
</tr>
<tr>
<td>3</td>
<td>(35.0858)</td>
<td>(66.7224)</td>
<td>(69.5173)</td>
<td>(0.00000)</td>
</tr>
<tr>
<td>4</td>
<td>(25.8345)</td>
<td>(76.6803)</td>
<td>(25.5008)</td>
<td>(152.9427)</td>
</tr>
<tr>
<td>5</td>
<td>(20.1070)</td>
<td>(103.7181)</td>
<td>(101.968)</td>
<td>(100.068)</td>
</tr>
<tr>
<td>6</td>
<td>(66.1688)</td>
<td>(0.00000)</td>
<td>(4.38262)</td>
<td>(104.083)</td>
</tr>
<tr>
<td>7</td>
<td>(20.3570)</td>
<td>(103.257)</td>
<td>(116.433)</td>
<td>(108.598)</td>
</tr>
<tr>
<td>9</td>
<td>(1.2444)</td>
<td>(141.250)</td>
<td>(114.398)</td>
<td>(130.332)</td>
</tr>
<tr>
<td>10</td>
<td>(0.00000)</td>
<td>(1.2444)</td>
<td>(0.00000)</td>
<td>(0.00000)</td>
</tr>
</tbody>
</table>
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 response of $\mathbf{D}(\text{Operational ACTIVITIES})$ period

<table>
<thead>
<tr>
<th>Response of $\mathbf{D}(\text{Operational ACTIVITIES})$ Period</th>
<th>DisCASH&amp;DisCASH EQUIVALENTS</th>
<th>DisDIFFERENTIAL ACTIVITIES</th>
<th>DisINVESTING ACTIVITIES</th>
<th>DisOPERATIONAL ACTIVITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>721.3286</td>
<td>-226.4292</td>
<td>470.3973</td>
<td>1373.819</td>
</tr>
<tr>
<td>2</td>
<td>(147.827)</td>
<td>(146.859)</td>
<td>(141.420)</td>
<td>(98.2577)</td>
</tr>
<tr>
<td>3</td>
<td>(112.2056)</td>
<td>(113.8021)</td>
<td>(235.3269)</td>
<td>(132.0425)</td>
</tr>
<tr>
<td>4</td>
<td>(24.4230)</td>
<td>(40.3281)</td>
<td>(350.9202)</td>
<td>(961.4687)</td>
</tr>
<tr>
<td>5</td>
<td>(292.162)</td>
<td>(294.313)</td>
<td>(290.871)</td>
<td>(294.973)</td>
</tr>
<tr>
<td>6</td>
<td>(353.484)</td>
<td>(380.074)</td>
<td>(370.914)</td>
<td>(294.470)</td>
</tr>
<tr>
<td>7</td>
<td>(179.228)</td>
<td>(184.497)</td>
<td>(180.914)</td>
<td>(180.046)</td>
</tr>
<tr>
<td>8</td>
<td>(115.032)</td>
<td>(118.090)</td>
<td>(115.840)</td>
<td>(115.379)</td>
</tr>
<tr>
<td>9</td>
<td>(100.928)</td>
<td>(106.648)</td>
<td>(106.478)</td>
<td>(106.080)</td>
</tr>
<tr>
<td>10</td>
<td>(95.298)</td>
<td>(96.156)</td>
<td>(96.156)</td>
<td>(96.156)</td>
</tr>
</tbody>
</table>
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 VI. THE VAR BOOTSTRAP

If a system of time series can be modified as a VAR model of order $p$, the process of data generation for this system can be expressed as:

$$y_t = \gamma + \sum_{j=1}^{p} \alpha_j y_{t-j} + \epsilon_t$$

where the $K$-element vectors as $y$ and $\alpha_1, ..., \alpha_p$ can be presented as $K \times K$ matrices form; and $K \times K$ covariance matrix $\Sigma_e$ is taken from $\gamma \sim N(0, \Sigma_e)$. The next assumption has to do with the functionality of the aimed object like: estimator, statistical tests etc.,

$$q_r = q(y_1, ..., y_p, \alpha_1, ..., \alpha_p)$$

The distribution $F_{q_r}$ of $q_r$ may be approximated by simulating a considered number, for example $B$, of different results ($q_{r.b}$ for $b = 1, ..., B$), where the $"\cdot "$ is used to show the derivitate of the object after the simulations. The B outputs $q_{r.b}$ are taken by the simulations from the process of the data generations in (4) to give B independent results $y_{r.b}$ of $y_r$ and for each output, find the corresponding $q_{r.b}$ using (5) but with the generated data. The distribution of the $q_{r.b}$ is similar to the empirical distribution of the simulated outputs $y_{r.b, b=1}$. VII. SIMULATIONS OF EDGEWORTH, BOOTSTRAP AND MONTE CARLO METHODS IN FINANCIAL DATA

In this paper, we are going to discuss the relation between the cash & cash equivalents at the end of every three-months during the 30 years, and the financial, operational and investing activities. This information is taken from the financial reported information of the one of the most successful businesses in the world: Coca-Cola. At first, we have tested the stationarity of the series taken into study, as it can be easily identified in Fig. 1. If the condition of stationarity is fulfilled, we are able to study correctly the series of the model.

After the application of the Unit Root Test, it can be easily identified that the differenced form of the Cash & Cash Equivalents series that we have considered in this study is stationary, because the probability of the Augmented Dickey-Fuller test statistics is 0.000 that is lower than the criteri a of 0.05. So, in the VAR model we are going to use the differenced data. In the graphical view of Figs. 2-(a) are shown the results of every series’ importance in the other’s series, where these
influences are explained by three rows: the first one expresses the coefficient of the two series, the second one is related to the standard error of the relation between the two series and the third one is the t-statistics that is gained through dividing the coefficient with the particular standard errors. For example, the differenced form of Cash & Cash Equivalents for 1 lag has limited importance in the D(Financial Activities), D(Operational Activities) and D(Investing Activities). Even though when the D(Cash&Cash Equivalents)(-1) increases by 1%, the D(Financial Activities), D(Investing Activities) and D(Operational Activities) will decrease particularly by 9.2%, 5.4%, 33.3%. The same logic can be used to explain other relations. The four series that are considered in this study have a considered percentage in the explanation of the VAR estimated model. So, the D(Cash&Cash Equivalents) can explain the model at 56.8%, the D(Financial Activities) at 75.75%, D(Investing Activities) at 96.69% and D(Operational Activities) at 61.16%.

To further study the model, it is necessary to identify whether the model is free of heteroskedasticity and autocorrelation. So, in Fig. 3 is presented the VAR Residual Correlation through the LM Test that verifies that the model is free of serial correlation at lag h, because all the probabilities at the lags from 1 to 7 that we took in the study are greater than 0.05. In this way, the Null Hypothesis will not be accepted. Even in the simulations of Edgeworth that perform better among the many alternatives they consider, the result is the same: The estimated VAR Model is free of Correlation.
In Fig. 4, it is easy to identify that the probabilities of every residuals’ dependence study are greater than 0.05, and this shows that the null hypothesis expressing the existence of heteroskedasticity cannot be accepted. Thus, the proposed model has homoscedasticity.

To make the estimated VAR model easier to be understood, we have presented the Impulse Responses, where an important issue was the asymptotic analysis that means the Edgeworth Approximation Model, Monte Carlo Approximation for 1000 replications and Bootstrap Version for 1000 Replications and for 95% Confidence.

In Figs. 6 (a) and (b) are presented the asymptotic analyses (Edgeworth Approximation) for the identification of the particular series response, after an increase in standard error of the other influencing series. For each period chosen (10 periods) are presented particular standard error for particular series under the particular series’ response.

Figs. 7 (a) and (b) show the graphical views of the asymptotic analysis of the response of the particular series based on the increases of one Standard Error (Deviation) in other particular, influencing series. So, an increase in Financial Activities by one standard error will trigger a rise in Cash & Cash Equivalents during the fourth quarter. On the other side, an increase in Operational Activities by one standard error will cause a decrease in the Cash & Cash Equivalent series. The same logic can be followed to interpret all the other cases.

In Figs. 8 (a) and (b) are presented the Monte Carlo results, for 1000 replications for the identification of the particular series response, after an increase in standard error of the other influencing series. For each period chosen (10 periods) are presented standard errors for particular series under the particular series’ response. It is identified that the results have not a considerable difference compared with the asymptotic analysis (Edgeworth Approximation), however, the small difference is because of the improved results that are given from Monte Carlo simulations that use big number of replications to generate the results.

Figs. 9 (a) and (b) present the graphical view of the results treated in Figs. 8 (a) and (b). The tendencies of the responses...
are the same as the tendencies of the Asymptotic Analysis, but there are some differences, because of the improved results in Monte Carlo simulations due to the 1000 replications used.

In Fig. 10 is presented the summary view of the treated cases for the Edgeworth Approximation model and Monte Carlo for the response of the series after the increase of one Standard error of the other influencing series. For the Bootstrap Model are used 1000 replications, 95% confidence interval, 5% allowed failure.

In Fig. 11 are presented the results after the application of the Bootstrap Version that is related to the Baseline model that is used for the Stochastic relations, that aims the consideration of the errors done during the estimation of the VAR Model. For the Bootstrap Model are used 1000 replications, 95% confidence interval, 5% allowed failure.

In Fig. 12 presents the graphical view of the overlapped results of the responses for the four series of this study, after the particular shocks in the standard errors of the other influencing series. This visualized form could be even in the cases of Edgeworth Approximation and Monte Carlo Simulations that in fact, were presented in multiple graphics for the study’s effect. So, we can conclude that The Edgeworth Approximation, Bootstrap Version and the Monte Carlo Simulations are the best methods that optimize the models that contain many variants. In concrete terms, our VAR model that is created based on the series created for the Cash & Cash Equivalents, Financial Activities, Operational Activities and
Investing Activities from the Financial Reported Information in the official site of Coca Cola, has optimized results based on the application of the three methods: Edgeworth, Bootstrap, Monte Carlo, that essentially have almost the same distribution.
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