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Abstract—Clustering is an unsupervised learning technique for 

aggregating data objects into meaningful classes so that intra cluster 
similarity is maximized and inter cluster similarity is minimized in 
data mining. However, no single clustering algorithm proves to be the 
most effective in producing the best result. As a result, a new 
challenging technique known as the cluster ensemble approach has 
blossomed in order to determine the solution to this problem. For the 
cluster analysis issue, this new technique is a successful approach. 
The cluster ensemble's main goal is to combine similar clustering 
solutions in a way that achieves the precision while also improving 
the quality of individual data clustering. Because of the massive and 
rapid creation of new approaches in the field of data mining, the 
ongoing interest in inventing novel algorithms necessitates a 
thorough examination of current techniques and future innovation. 
This paper presents a comparative analysis of various cluster 
ensemble approaches, including their methodologies, formal working 
process, and standard accuracy and error rates. As a result, the society 
of clustering practitioners will benefit from this exploratory and clear 
research, which will aid in determining the most appropriate solution 
to the problem at hand. 

 
Keywords—Clustering, cluster ensemble methods, consensus 

function, data mining, unsupervised learning.  

I. INTRODUCTION 

LUSTERING is one of the vital and widely used 
techniques in Data Mining. It plays a crucial role in the 

other fields such as Spatial Data Extraction, World Wide Web, 
Machine Learning Process, Pattern Recognition, Image 
Processing and Information Retrieval. Data clustering mainly 
deals with the process of grouping a collection of objects 
based on their proximity in vector space. The destination of 
the cluster analysis is to find similarities among data objects 
according to the uniqueness found in the data and to group 
associated data objects collectively as clusters. A great number 
of clustering algorithms have been proposed from earlier 
stages [1], [2]. On the divergent, there is no single clustering 
method that is able to give accurate and suitable cluster 
outcomes. Similarity or dissimilarity distances between the 
instances in the dataset are determined using an efficient 
clustering algorithm. However, if two similar clustering 
algorithms are applied to the same data set, diverse cluster 
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solutions are produced which is used to estimate the accurate 
clustering outcomes. This estimation is related to the use of 
cluster validity indexes that are used to determine the quality 
of clustering outcomes. On the other hand, to overcome this 
severe concern, combining multiple clustering approaches in 
an ensemble framework may allow one to take advantage of 
the strengths of individual clustering approaches. The general 
sketch of the cluster ensemble is done by attaining the 
solutions from the diverse base clustering, which are then 
aggregated to form a final partition. This meta level approach 
involves the following two major tasks, namely generation of 
a cluster ensemble and then creating a final partition usually 
referred to as the consensus function. The challenges in cluster 
ensembles are the definition of the most suitable consensus 
function that is capable of improving the performance of 
single clustering algorithm [1].  

II. GENERAL IDEA ON CLUSTER ENSEMBLE TECHNIQUES 

Cluster ensemble is a process for getting consensus 
solutions that can be formed by grouping up with various 
clustering results. The consensus solution is depending upon 
combining several partitions which contain well-defined rules. 
Therefore, the cluster ensembles are considered to be more 
robust. The cluster membership, the number and boundaries 
are determined by using the visualization tool. For creating 
most ideal clusters it has an ensemble clustering as a major 
approach and it may be possible by the individual clustering 
approach. Generation step and Consensus step are the two 
major tasks in cluster ensembles [2]. The general structure of 
the cluster ensemble was shown in Fig. 1. 

A. Generation Step 

In generation step no confines are available for the partition 
that should be acquired [1]. For generating numerous base 
cluster solutions, different clustering algorithms or the same 
algorithm with different parameter initialization, different 
object representations, and subsets of objects or projections of 
the objects on different subspaces can be used to create the 
different base cluster solutions [2]. In spite of this 
development even a weak clustering algorithm is proficient of 
producing high quality consensus clustering in concurrence 
with the proper consensus function [2]. In the cluster ensemble 
method, the generation phase is depicted in Fig. 2. 
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Fig. 1 Structure of Cluster Ensemble 
 

 

Fig. 2 Generation Steps in Cluster Ensembles 

B. Consensus Step 

Different consensus functions are formed in the consensus 
process, which is also useful for obtaining the final data 
partition from several base clustering results [2]. The result of 
the single clustering algorithm has been enhanced by means of 
the consensus function. This comprises two systems such as 
median partition and also objects co-occurrences. It holds the 
partition in the cluster ensembles that exploit their similarity 
with every other partition. The improper analysis of the 
difference measures provides the complexity of this median 
partition in the first method. In the second method, it contracts 
with an individual cluster for determining the number of 
incidences of an object and in similar cluster [2].  

III. DIFFERENT CLUSTER ENSEMBLE METHODS 

The next segments will present the few varied collections of 
cluster ensemble processes. Along with the features, 
methodology of each process is explained here. 

A. Framework for Active Clustering with Ensembles 
(FACE) 

In [3], a semisupervised framework for clustering face 
patterns into individual groups using minimal human 
interaction is proposed. This method merges concepts from 
ensemble clustering and active learning to get better clustering 

accuracy. The system asks the user for a soft connection 
limitation between each pair of neighboring faces that are 
uncertainly balanced by the ensemble. With the most 
comprehensive examination of active face clustering 
algorithms to date, the efficacy of our technique is proved. 
The tests look for data that can be used for human-in-the-loop 
face recognition, such as fuzzy point-and-shoot videos, photos 
of women before and after applying makeup, and twin 
photographs. The findings show that ensemble-based 
constrained clustering algorithms are more noise-resistant than 
other approaches [3]. The first stage is to detect or track the 
faces to determine when and where they emerge. This method 
results in a collection of cropped face images or sequences 𝐹 ൌ

 ቄ𝑓ଵ, 𝑓ଶ, ⋯ , 𝑓௡೑
ቅ. The main aim is to achieve an arbitrary self-

labeling for the faces 𝐿 ∶ 𝐹 → ℤ that points out, which face 
observations correspond into the similar person.  

1) Clustering Faces 

The FACE technique joins the idea of clustering and active 
learning. In ensemble clustering the multiple partitions are 
produced by discrete clustering algorithms by several 
algorithmic parameterizations or else from diverse views of 
the data [4], [5]. A high-class clustering of the data can result 
from a consensus vote on which pairs of samples belong to the 
similar cluster. In addition, an ensemble is used to get well 
randomly shaped clusters. During supervised active learning, 
query-by-committee is a known method for creating queries 
for user labeling. The partitioning ensemble extends the semi-
supervised clustering. The FACE algorithm iteratively clusters 
faces to identity-specific clusters by a diverse ensemble of 
grouping computed with a discrete algorithm and 
parameterizations.  

Soft Hierarchical Agglomerative Clustering with 
Constraints (SHACC) algorithm is the expansion of the 
clustering method at the core of the Active HACC algorithm 
(AHACC) [6]. Both are employed with the constrained 
distance between its patterns. Linear Constrained Vector 
Quantization Error (LCVQE) expands the classic k-means 
method to update the cluster process. The constrained distance 
is given by 

 

   xxdxxd ji
ij

jic
,,


                              (1) 

 
where 𝑑ሺ𝑥௜, 𝑥௝ሻ is the min-max normalized Euclidean distance 
among the prototypes. 

LCVQE is based on k-means by means of shifting cluster 
centers into contain violated constraints. The original k-means 
algorithm begins by selecting k cluster centers ሼ𝜇௔ 𝑓𝑜𝑟 𝑎 ൌ
1 ⋯ 𝑘ሽ. The prototype 𝑥௜ is allocated to a cluster which 
minimizes all the objective function, the distortion  
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calculates the distances between patterns and cluster centers 
every iteration. 

Generation  
Mechanism 

Several Clustering 
Algorithms 

Various Object 
Representations 

Projection of Objects 
on Different Subspaces 

Diverse Parameter 
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The centers are rationalized after the prototypes are 
allocated to clusters 

 





cx ai

x
c i

a
a

1                  (3) 

 
Officially the LCVQE objective functions ∑ 𝐽௔

௞
௔ୀଵ  where 
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B. Hierarchical Cluster Ensemble Selection (HCES) 

In data mining, clustering ensemble approach is widely 
adopted in the cluster's research to improve the quality and 
robustness of clustering results. The choice of a subset of 
obtainable ensemble members depends on diversity plus 
quality frequently directs to a great accurate ensemble 
solution. Cluster-based Similarity Partition Algorithm (CSPA) 
plus Hypergraph-Partitioning Algorithm (HGPA) are working 
on HCES technique for getting the all ensembles plus cluster 
ensemble selection solution [7].  

1) Consensus Function 

Consensus function is an algorithm for collecting dissimilar 
clustering to get last clusters. We presume that H has L 
ensemble members where 𝐻 ൌ  ሼℎଵ, ℎଶ, ⋯ , ℎ௅ሽ the consensus 
function ф unites each ensemble member of H as ℎ∗ ൌ
 фሺℎଵ, ℎଶ, ⋯ , ℎ௅ሻ. In the cluster ensemble selection, the 
consensus function has an effect on a subset of ensemble 
members. The cluster ensemble selection of the consensus 
function is defined as ℎ௦

∗ ൌ  фሺ𝐻௦ሻ such as 𝐻௦ ⊂ 𝐻. This 
contains various approaches that are separated into voting, 
pairwise, feature-based and graph-based approaches. 

Voting approach is known as direct approach or else 
relabeling approach. In the feature-based approach, the output 
of each clustering algorithm is considered as a categorical 
feature [8]. The pairwise approach creates the co-association 
matrix in which the similarity between points is the number of 
times that points are in the same clusters of clustering results. 
Usually, hierarchical algorithms such as single-link, average-
link, and complete-link are used for combining results by co-
association matrix. 

The graph-based approach contains instance-based, hybrid 
and cluster-based approaches. In instance-based approach, the 
objects are measured as vertices and a similarity measure 
between the objects in clusters are calculated as the weight of 
the edges. The CSPA as an instance-based approach builds a 

hypergraph in where the amount of frequency of two vertices 
that are accumulated in the similar clusters is regarded as 
weight of every edge [7].  

2) Diversity and Quality Measures 

The Normalized Mutual Information (NMI) and Adjusted 
Rand Index (ARI) are commonly employed to measure the 
diversity or quality of separation. 
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where ℎ௔ ൌ ൛𝐶ଵ

௔, 𝐶ଶ
௔, ⋯ , 𝐶௞ೌ

௔ ൟ and ℎ௕ ൌ ൛𝐶ଵ
௕, 𝐶ଶ

௕, ⋯ , 𝐶௞್
௕ ൟ with 𝑘௔ 

and 𝑘௕ clusters are the two clusters on dataset D with n 
sample. 

 

               (6)            
 

where 𝑡ଵ ൌ  ∑ ൫௡೔ೌ
ଶ ൯௞ೌ

௜ୀଵ , 𝑡ଶ ൌ  ∑ ൫௡್ೕ
ଶ ൯௞್

௝ୀଵ , 𝑎𝑛𝑑 𝑡ଷ ൌ  
ଶ௧భ௧మ

௡ሺ௡ିଵሻ
. 

Diversity measures can be classified into external and 
internal diversities. With known class labels, the external 
diversity measure is defined based on a quality measure such 
as NMI or ARI, as follows: 
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where ℎത is the given class label and ℎ௜, such as 𝑖 ൌ 1,2, ⋯ , 𝐿 
are clustering. The average of diversity is  
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Internal diversity is classified into pair-wise and non-pair-

wise diversities. In pair-wise diversity every cluster is selected 
as a class label implicitly plus another clustering is measured 
using the selected class label. The diversity is evaluated as 
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where 𝑖 ് 𝑗 ൌ 1,2, ⋯ , 𝐿. The average of diversity measure is  
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The non-pair-wise diversity measure is defined as: 
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where 𝑖 ൌ 1,2, ⋯ , 𝐿 plus ℎ∗ is the outcome got by a consensus 
function. The average of diversity measure is 
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3) Cluster Ensemble Extraction Approach 

a) Generate dissimilar clustering 
b) Find consensus clustering solution ℎ∗ using consensus 

function 
c) Calculate pair-wise diversity measure matrix in which 

every element of the matrix is a diversity measure among 
two clusters 

d) Partition all clustering results as a dendrogram implicitly, 
using a hierarchical clustering algorithm on the diversity 
measure matrix 

e) Select the one solution from every cluster with highest 
quality by means of NMI quality measure for identifying 
a new subset of clustering 

f) Find an ensemble solution using a consensus function on 
the new subset 

g) Select the preeminent ensemble solution between 
ensembles outcomes depend on their quality.  

C) K-Means-Based Consensus Clustering (KCC): A Unified 
View  

KCC offers an essential and enough state for utility 
functions. Based on this fact, the KCC utility function can be 
easily derived from a continuously differentiable convex 
function, which facilitates to create a unified framework for 
KCC, and makes it an efficient solution. Next, the 
computations of the utility functions and distance functions 
are adjusted so as to enlarge the appropriate scope of KCC to 
the cases where data incompleteness occurs [9]. Finally, the 
major factors which may affect the performances of KCC are 
empirically explored, and acquire some useful guidance from 
specially designed experiments on various datasets. 

1) Consensus Clustering 

In common, the already existing consensus clustering 
methods can be divided into two classes, i.e., the techniques 
with or without global objective functions. Here, the former 
technique is considered that are classically formulated as a 
combinatorial optimization problem. Given 𝑟 basic separations 
of 𝜒 ൌ  ሼ𝑥ଵ, 𝑥ଶ, ⋯ , 𝑥௡ሽ in ∏ ൌ  ሼ𝜋ଵ, 𝜋ଶ, ⋯ , 𝜋௥ሽ the aim is to 
identify a consensus partitioning π such that 
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is maximum. Such as Γ ൌ  ℤାା

௡ ൈ ℤାା
௡௥ ⟼ ℝ is a consensus 

function where ∪∶  ℤାା
௡ ൈ ℤାା

௡௥ ⟼ ℝ is a utility function plus 
𝑤௜ 𝜖 ሾ0,1ሿ is a user specified weight for 𝜋௜ by means of 
∑ 𝑤௜ ൌ 1௥

௜ୀଵ . 

2) K-means Clustering 

K-means is a prototype-based partitioning method to 
identify user-specified K crisp clusters. Such clusters are 
standing for their centroid [10]. K-means is out looked as a 
heuristic to optimize the objective function as 
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Such as 𝑚௞ is the centroid of the kth cluster 𝐶௞, f is the 

distance as of a data point to a centroid. The clustering 
procedure of k-means is a two-phase iterative heuristic by 
means of the data assignment and centroid update staggering 
successively. The Bregman divergence is well-known since a 
family of distances fits the classic k-means. That is ∅ ∶
 ℝௗ ൈ ℝௗ ⟼ ℝ is defined as for k-means clustering. 
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The sternness of the convexity of ф is unrestricted if the 

unique minimizer assumption diminishes towards the non-
unique case. This shows the way to the more common "point-
to-centroid distance" derived as of convex other than essential 
strictly convex ф.  

D) Revisiting Link-Based Cluster Ensembles (LCE) for 
Microarray Data Classification  

Novel techniques that make use of cluster ensembles which 
summarize information matrix transform data for the 
classification. The LCE approach offers a highly accurate 
clustering [11]-[13]. Two steps in LCE are creating an 
ensemble Π and aggregating base clusterings 𝜋௚  ∈  Π, g = 1 ... 
M where M is a meta-level data matrix. 

1) Creating Cluster Ensembles 

a) Fixed-k: Every clustering 𝜋௚  ∈  Π is produced by the data 
set 𝑋 ∈  ℝேൈ஽ with each D attributes. The number of 
clusters in all base clustering is fixed to 𝑘 ൌ  ඃ√𝑁ඇ.  

b) Random-k: Every 𝜋௚ is build by the data set with each 
attribute plus the number of clusters is arbitrarily selected 
among ൛2, ⋯ , ඃ√𝑁ඇൟ [14]-[16].  

2) Aggregating Base Clustering Results 

In the cluster ensemble Π, in which base clustering results 
are aggregated into an information matrix Θ ∈  ሾ0,1ሿ୒ൈ୔, the 
last partition 𝜋∗ is produced. Θሺ𝑥௜, 𝑐𝑙ሻ denotes the association 
degree that the sample 𝑥௜ 𝜖 𝑋 with every cluster 𝑐𝑙 ∈
 ൛𝐶ଵ

௚, ⋯ , 𝐶௞௚
௚ ൟ as 
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where 𝐶∗
௚ሺ𝑥௜ሻ is a label for cluster to sample𝑥௜. 𝑠𝑖𝑚൫𝐶௫, 𝐶௬൯  ∈

 ሾ0,1ሿ Denotes the similarity among two clusters 𝐶௫, 𝐶௬  ∈  𝜋௚ 
which discovered by the link-based algorithm 

3) Weighted Connected Triple (WCT) Algorithm 

WCT expands the Connected-Triple technique that is 
developed to recognize ambiguous names inside publication 
databases [17]-[20]. The initial method is created on a social 
network describe as n undirected graph 𝐺 ൌ  ሺ𝑉, 𝐸ሻ. 
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here |𝑤௫௭| and ห𝑤௬௭ห is weight connecting the vertices 
𝑣௫ and 𝑣௭, and vertices 𝑣௬ and 𝑣௭. 
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where 𝑆ௐ஼்൫𝑣௫, 𝑣௬൯ is the similarity between the vertices and 
DC is is the constant decay factor. 

E) Temporal Data Clustering via Weighted Clustering 
Ensemble with Different Representations (WCE) 

Temporal data clustering offers fundamental methods for 
finding out the intrinsic formation plus compacting 
information over temporal data. A temporal data clustering 
framework offers a weighted clustering ensemble of different 
separations created by initial clustering analysis on similar 
temporal data representations [21]. This approach mainly 
proposed a novel weighted consensus functions directed by 
clustering validation criteria towards settling initial 
separations to candidate consensus separation from different 
viewpoints.  

1) Weighted Clustering Ensemble 

The fundamental design of weighted consensus function 
makes use of the pairwise comparison which measures the 
clustering quality with similar clustering validation criteria 
[14]. A dendrogram is built depending on every similarity 
matrix to produce candidate consensus separations. 

a) Partition Weighting Scheme 

A partitioning weighting system allocates a weight 𝑤௠
గ

 to 
every 𝑃௠ in expressions of a clustering validation criterion 
along with the weights of each separation depending on the 
criterion together from a weight vector 𝑊గ  = ሼ𝑤௠

గ ሽ௠ୀଵ
ெ  [22], 

[23]. A weight in the weighting scheme is defined as  
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b) Weighted Similarity Matrix 

In 𝐻௠  ൌ  ሼ0,1ሽேൈ௄೘
 a row represents one data with a 

column represents a binary encoding vector for one specific 
cluster in the partition 𝑃௠. 𝐾௠ represents the number of 
clusters in  𝑃௠. 

 

HHs
T

mmm
                           (21) 

 
A weighted similarity matrix 𝑆గ about every separation in P 

is built with a linear mixture of their similarity matrix 𝑆௠ by 

means of their weight 𝑤௠
గ  since 

 

sws m

M

m m 


1


                         (22) 

c) Candidate Consensus Partition Generation 

The quantity of clusters in a candidate consensus partition 
𝑃గ is strong-minded mechanically by cutting the dendrogram 
plagiaristic from 𝑆గ to shape clusters. Three candidate 
consensus partitions P are created, 𝑃గ where 𝜋 ൌ
ሼ𝑀𝐻𝑇, 𝐷𝑉𝐼, 𝑁𝑀𝐼ሽ  using the DSPA method. 

2) Agreement Function 

Concatenating 𝐻గ matrices guides to an adjacency matrix 
containing every data in a known data set against candidate 
consensus partitions 𝐻 ൌ  ሾ𝐻ெு்|𝐻஽௏ூ|𝐻ேெூሿ, then the 
pairwise similarity matrix 𝑆̅ is obtained by 

 

H
T

Hs
3

1
                                            (23) 

 

The DSPA technique is used to generate a dendrogram from 
S, as well as the final partition P [24], [25]. 

F) Visual Analytics for Comparison of Ocean Model Output 
with Reference Data: Detecting and Analyzing Geophysical 
Processes Using Clustering Ensembles (VAA) 

A novel visual analytics approach is proposed, that expands 
the scope of the analysis, reduces subjectivity, and assists 
comparison of the two data sets. It comprises of three steps: In 
the first step, it permits modelers to consider various aspects 
of the temporal activities of geophysical processes by 
performing multiple clusterings of the temporal profiles in 
each data set. Modelers can opt for diverse features, express 
the temporal behavior of relevant processes, clustering 
algorithms, and parameterizations. The results of the 
clusterings are combined into a single clustering in the second 
stage, using a clustering ensemble methodology. The 
aggregated clustering presents an outline of the geospatial 
distribution of temporal behavior in a data set. Third, a graphic 
interface allows modelers to evaluate the two consolidated 
clusterings. It facilitates them to detect clusters of temporal 
profiles that represent geophysical processes and to investigate 
differences and similarities between two data sets [26], [27]. 

1) Advantages 

a) They are no longer confined to single statistical measures 
for the detection of geophysical processes, but instead 
have access to a variety of temporal behavior aspects. 

b) For the detection of geophysical processes, we are no 
longer limited to single statistical measurements, but 
instead have access to a variety of temporal behavior 
features.  

c) The interactive tool allows modelers to get a more 
complete image of model and reference data differences 
and similarities. 

d) It offers a lot of potential for speeding up the model 
creation process because it allows for rapid initial 
evaluation of new model versions. 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:15, No:6, 2021 

389International Scholarly and Scientific Research & Innovation 15(6) 2021 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:1

5,
 N

o:
6,

 2
02

1 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

12
10

0.
pd

f



 

2) Visual Analytics Concept 

The three major objectives for a visual analytics approach 
are to facilitate comparison of model data with reference data. 
a) Every set of clustering is merged into one consolidated 

clustering. 
b) Modelers interactively investigate and contrast the two 

consolidated clustering. 
c) A visual analytics approach permits modelers to develop 

many spatial clustering of the temporal profiles in the 
model result and reference data, then to combine the 
several clustering for every dataset by means of an 
ensemble approach and to interactively investigate 
contrast and similarity between the two datasets. 

a. Analytical Requirements (AR) 

The analytical requirements include two requirements for 
the calculation of many clustering as AR1 and AR2 plus two 
requirements by means of clustering ensembles AR3 and AR4 
[28]-[30]. 
a) AR1 Wide variety of features 
b) AR2 Multiple discrete cluster parameterizations 
c) AR3 Supple configuration of the consolidation 
d) AR4 Quantitative measures to support the appraisal of 

consolidated clustering 

b. Visualization Requirements 

a) VR1 Overview of consolidated clustering 
b) VR2 Examination of cluster properties 
c) VR3 Detailed contrast of clusters. 

G) Sc-GPE: A Graph Partitioning-Based Cluster Ensemble 
Method for Single-Cell 

A novel cluster ensemble method integrating five single-
cell graph partitioning-based clustering algorithms are 
proposed namely, SNN-cliq, PhenoGraph, SC3, SSNN-
Louvain, and MPGS-Louvain in cluster ensemble processes 
[31]. Sc-GPE, a consensus matrix, is developed based on the 
five clustering solutions by calculating the chance that cell 
pairs are classified into the same cluster. The problem was 
solved using a hypergraph-based ensemble technique, which 
took into account the various cluster labels assigned in the 
individual clustering methods, and it was challenging to locate 
the relevant cluster labels across all approaches. Then, to 
differentiate the different significance of each method in a 
clustering ensemble, a weighted consensus matrix was 
constructed by designing an importance score strategy. 
Ultimately, hierarchical clustering was performed on the 
weighted consensus matrix to cluster cells. To assess the 
performance, Sc-GPE is compared with the individual 
clustering methods and the state-of-the-art SAME-clustering 
on 12 single-cell RNA-seq datasets. The result shows that Sc-
GPE obtained the best average performance, and achieved the 
highest NMI and ARI value in five datasets. 

H) Clustering Ensemble of Massive High Dimensional Data 
Based on BLB and Stratified Sampling Framework 

A novel clustering ensemble algorithm based on BLB and 
stratified sampling framework for massive high-dimensional 

data is proposed [32]. From two aspects of sample and feature, 
BLB (Bag of Little Bootstrap) algorithm is used to divide the 
original data set into several small-scale data subsets, then use 
the feature stratified sampling to obtain a low-dimensional 
subset. Then, using link-based consensus functions, basic 
clustering results are generated on several small-scale low-
dimensional subsets, and finally, cluster integration results are 
achieved. The investigations result in synthetic data sets and 
UCI real data sets show that the algorithm proposed in this 
paper is effective for clustering massive high-dimensional 
data. 

I) Clustering Ensemble Based on Hybrid Multiview 
Clustering  

The ensemble approaches in the clustering algorithm 
incorporate different clustering solutions into a final one, thus 
improving the clustering efficiency [33]. The key to propose 
the clustering ensemble algorithm is to progress the diversities 
of base learners and optimize the ensemble strategies. To 
address these issues, a clustering ensemble framework that 
consists of three parts is proposed. In the first approach, three 
view transformation schemes, namely random principal 
component analysis, random nearest neighbor, and modified 
fuzzy extension model, are used as base learners to learn 
different clustering views. A random transformation and 
hybrid multiview learning-based clustering ensemble method 
(RTHMC) is then considered to synthesize the multiview 
clustering results. In the second method, a new random 
subspace transformation is incorporated into RTHMC to 
increase its performance. In the last step, a view-based self-
evolutionary strategy is developed to further improve the 
proposed method of optimizing random subspace sets. 
Experimentation and comparisons reveal the efficiency and 
superiority of the proposed method for clustering different 
kinds of data. 

J) Ensemble-Based Clustering of Large Probabilistic 
Graphs Using Neighborhood and Distance Metric Learning 

Graphs are normally used to articulate the link between 
various data. Here, to handle indecisive data, the probabilistic 
graph method is proposed [34]. As a primary problem of such 
graphs, clustering is used in many applications to analyze 
uncertain data. To tackle the challenges with individual 
clustering, a unique method called ensemble clustering is 
utilized for huge probabilistic graphs. To create ensemble 
clusters, a set of probable, possible worlds of the initial 
probabilistic graph is developed. Then, a probabilistic co-
association matrix as a consensus function is presented to 
integrate base clustering results. It depends on co-occurrences 
of node pairs, based on the probability of the corresponding 
common cluster graphs. Also, two steps, before and after of 
ensembles generation, are applied. In the before step, 
neighborhood information is appended based on node features 
to the initial graph to attain a more accurate estimation of the 
probability between the nodes. In the after step, supervised 
metric learning-based Mahalanobis distance is used to 
automatically learn a metric from ensemble clusters. It aims to 
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increase essential features of the base clustering results. The 
work is assessed using five real-world datasets and three 
evaluation metrics, namely the Dunn index, Davies–Bouldin 
index, and Silhouette coefficient. The output shows the 
notable performance of clustering large probabilistic graphs. 

K) High-Performance LCE Approach for Categorical Data 
Clustering 

In recent days, the clustering ensembles come forward as a 
problem solver for mine the data objects into clusters in a 
well-organized way. However, still clustering creates a serious 
matter due to the occurrence of imperfect information while 
partitioning the data objects into clusters. This causes a severe 
issue in creating a proficient cluster with cluster ensembles. In 
this paper, a solution to solve the degradation in clusters 
during data partitioning is proposed [35]-[37]. The initial base 
clusters are generated using firefly algorithm. A LCE method 
uses similarity measurement using multi-viewpoint and 
weighted triple quality using entropy measurements that 
ensembles the data objects into clusters. These methods avoid 
the problem of local optimum and also avoid the issues 
happened from high-dimensional datasets and improve the 
quality of clustering. Here, the data partitioning is completed 
with bipartite spectral algorithm and similarity measurement. 
Finally, to generate classified results from the optimized 
clustered datasets the artificial neural network is used. The 
research was carried out using data from the UCI repository, 
and the results show that the suggested technique performs 
effective ensemble clustering with higher clustering accuracy 
than the predictable methods [38]-[41]. 

L) Consensus Function Based on Cluster-Wise Two-Level 
Clustering  

Ensemble clustering attempts to combine several 
fundamental clusterings in order to produce a more consistent, 
robust, and high-performing consensus clustering result. A 
novel ensemble clustering algorithm is proposed in [42] to 
enhance the quality of the final clustering results. The 
suggested method, referred to as a consensus function 
supported two level clustering (CFTLC), introduces a 
replacement consensus clustering task during which a mean 
hierarchical clustering is applied to a cluster–cluster similarity 
matrix created using an explicit similarity metric. A set of 
meta clusters was created using the average hierarchical 
clustering technique. It assigns each data point to a meta 
cluster based on object-cluster similarity, with each meta 
cluster being treated as a consensus cluster in the result.  
CFTLC first converts the primary partitions to a binary cluster 
representation, in which the primary ensemble is divided into 
a number of basic binary clusters (BC). The basic BCs with 
the highest cluster–cluster similarity are combined first via 
CFTLC. This phase is repeated until a predetermined number 
of meta clusters have been created. It then assigns each data 
point to exactly one meta cluster in the next step. In terms of 
accuracy and resilience, the suggested method has been tested 
against state-of-the-art clustering methods [42]. 

 

M) An Ensemble of Locally Reliable Cluster Solutions 

Clustering ensemble refers to a method that involves 
performing a number of (usually weak) base clusterings and 
then using the consensus clustering as the final clustering. 
Knowing that popular decisions are preferable than dictatorial 
decisions, it appears straightforward and straightforward that 
ensemble (here, clustering ensemble) decisions are preferable 
to simple models (here, clustering) decisions. However, not 
every ensemble is guaranteed to outperform a simple model. If 
the members of an ensemble are valid or high-quality, and 
they participate in consensus clustering according to their 
attributes, the ensemble is regarded to be a better ensemble. 
For creating base clusters, this research employs a clustering 
ensemble framework that employs a simple clustering 
algorithm based on the kmedoids clustering method. The 
validity of the discovered clusters is guaranteed by our simple 
clustering methodology. It is also ensured that the clustering 
ensemble framework employs a method that prioritizes the use 
of each found cluster based on its quality. To implement this 
approach, different k-means clustering methods are used to 
produce an auxiliary ensemble known as the reference set. The 
proposed ensemble clustering method is compared to many 
current ensembles clustering algorithms and three powerful 
fundamental clustering algorithms on a collection of simulated 
and real-world benchmark datasets in the empirical study. 
According on the empirical data, the suggested ensemble 
clustering algorithm outperforms state-of-the-art ensemble 
clustering approaches significantly [43]-[45]. 

N) Ensemble Clustering Based Semi-Supervised Learning 
for Revenue Accounting Workflow Management 

Amadeus is the world's biggest IT solutions supplier for the 
travel and tourism industry. Amadeus develops software that 
enables airlines, airports, hotels, trains, search engines, travel 
agents, tour operators, and other stakeholders to manage travel 
globally. The process of managing and dispatching the amount 
obtained from the customer's payment for their travel is 
referred to as revenue accounting. This procedure entails 
several iterations of the data in the input, which is represented 
as a ticket calculation code sequence for each journey. A semi-
supervised ensemble clustering approach is described here for 
discovering important multi-level clusters in big datasets with 
relation to application objectives and translating them to 
application classes for predicting the class of incoming 
instances. This framework builds on the MultiCons closed 
sets-based multiple consensus clustering strategy, although it 
can be easily extended to other ensemble clustering methods. 
It was created to make the Amadeus Revenue Management 
application more efficient. Revenue accounting in the travel 
sector is a difficult undertaking when trips involve many 
modes of transportation and associated services, all of which 
are provided by various operators and take place in different 
geographical locations with different taxes and currencies, for 
example. The proposed methodology for automating the 
Amadeus Revenue Management workflow optimizes anomaly 
fixes, according to statistics [46]. 
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O) An Explainable and Statistically Validated Ensemble 
Clustering Model Applied to the Identification of Traumatic 
Brain Injury Subgroups 

In the United States, traumatic brain injury (TBI) is a 
primary cause of mortality and disability. It may cause long-
term deficits in a person's physical (movement, eyesight, 
hearing), emotional (depression, personality changes), and/or 
cognitive (memory loss) capabilities. In the United States, 
nearly 3 million TBI-related occurrences result in emergency 
department visits, hospitalizations, or deaths each year [47]. 
TBI is a brain condition with a wide range of causes, severity, 
pathology, and prognosis [48]. It can be brought on by a 
variety of factors, including car accidents, falls, attacks, and 
trauma. TBI patients are a diverse group with a wide range of 
pathologies, prognoses, and recovery times. It is difficult to 
sort through all of this diversity. A verifiable and explainable 
model, on the other hand, has the potential to disclose insights 
that can help clinicians. A methodology is proposed here for 

identifying phenotypic traits that separate patients into more 
homogeneous subgroups and describing them in terms of 
injury severity and recovery. The ensemble clustering model 
employs four distinct algorithms (k-means, spectral, Gaussian 
mixture, and agglomerative clustering with Ward's linkage), as 
well as robust consensus decision metrics to support a 
principled integration method [49]-[52]. The model employs 
two ensemble finishing strategies: Mixture Model (MM) and 
Graph Closure (GC). The MM methodology uses a maximum 
likelihood approach to obtain the final partition. Seven 
commonly used internal clustering validation metrics, 
including the Silhouette Index (SI), Dunns index, Xie-Beni 
index (XB), I index, S Dbw index, CH index, and Davies-
Bouldin index (DB), are used to determine the optimal 
clustering configuration from a different perspective in order 
to evaluate the results of cluster analysis in a quantitative and 
objective manner [53]. 

 
TABLE I 

COMPARISON OF CLUSTER ENSEMBLE METHODS 
Clustering 
ensemble 
methods 

Ensemble 
size 

Type of consensus 
function used 

Dimensionality Type of 
dataset 
used

Algorithm used to build base 
clustering 

Features 

FACE Fixed GET-QUERY Small Complex LCVQE 
SHACC

Accurate, robust and 
parsimonious

HCES Variable CSPA, HGPA Small & Large Mixed k-Means Scalable, accurate 

KCC Fixed  KCC Small & Large Mixed & 
Complex

k-Means High robustness, highly efficient 

LCE Fixed  k-Means Small &Large Mixed k-Means High classification accuracy, 
better performance

WCE Fixed  DSPA Small & Large Mixed & 
Complex 

k-Means Easy-to-use technique, does not 
suffer from a tedious parameter 
tuning and a high computational 

complexity
VAA Fixed  CSPA, HGPA, MCLA Large Mixed k-Means, hierarchical clustering, 

DBscan 
Increasing acceptance of visual 
analytics in the ocean modelling 

community, interactive visual 
analysis can be of high value

Sc-GPE Fixed  weighted consensus 
matrix

Large Mixed SNN-cliq, PhenoGraph, SSNN-
Louvain, MPGS-Louvain, and SC3 

Achieved the highest NMI and 
ARI value in datasets

BLB Fixed  Link-based  Small & Large Mixed Bag of Little Bootstrap Effective for clustering massive 
high-dimensional data.

HMC Fixed random transformation 
and hybrid multiview 

learning-based clustering 
ensemble method 

Small & Large Mixed random principal component 
analysis, random nearest neighbor, 

and modified fuzzy extension model 

Improves optimization 

EBCLP Fixed probabilistic co-
association matrix 

Small & Large Mixed Probalistic graph Provides better performance 

HPLCE Fixed firefly Small & Large Mixed bipartite spectral algorithm, 
artificial neural network

Offers higher clustering accuracy 

 CFTLC Fixed two level clustering Small & Large Mixed average hierarchical clustering Provides better accuracy and 
robustness.

LRC Fixed normalized spectral 
clustering algorithm 

Large Mixed k.medoids Provides improved performance  

MCC Fixed Semi-MultiCons Large Mixed Semi-supervised K-means, semi-
supervised metric learning, 

semisupervised spectral clustering, 
semi-supervised ensemble clustering, 
collaborative clustering, declarative 

clustering, semi-supervised 
evolutionary clustering and 

constrained expectation-
maximization

Provides better optimization 

ESVCEM Fixed Mixture Model (MM) 
and Graph Closure (GC) 

Large Mixed k-means, spectral, Gaussian mixture 
and agglomerative clustering

Achieved effective quality 
clustering results
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IV. COMPARISON OF CLUSTER ENSEMBLE METHODS 

Table I shows a comparison of various cluster ensemble 
approaches based on their compatibility characteristics and 
application domains. The aim of this comparison is not to 
determine which cluster ensemble method is the best, but to 
demonstrate the usage model and understanding of ensemble 
methods in a variety of fields. 

V. CONCLUSION 

Cluster ensembles are a modern derivative that can be used 
to address issues created by individual clustering effects. The 
accuracy, individuality, robustness, and stability of 
unsupervised learning outcomes were all improved with this 
new technique. This clustering ensemble technology is useful 
in that it serves as a foundation for identifying and 
recompensing issues that may arise in solo clustering 
algorithms. As a result, the overall learning uncovers a variety 
of mixed data Cluster Ensemble methods, each with its own 
operating procedure and key features. As a result, the paper's 
innovative approach is to express each method's structured 
workflow, and the corresponding table reveals each 
technique's unique features and limitations. This expose 
improves the readers' perceptions of cluster ensembles 
strategies and is also useful for the clustering followers' 
society to innovate in many research activities in the future.  
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