
 

 

 
Abstract—As biometric systems become widely deployed, the 

security of identification systems can be easily attacked by various 
spoof materials. This paper contributes to finding a reliable and 
practical anti-spoofing method using Convolutional Neural Networks 
(CNNs) based on the types of loss functions and optimizers. The types 
of CNNs used in this paper include AlexNet, VGGNet, and ResNet. 
By using various loss functions including Cross-Entropy, Center Loss, 
Cosine Proximity, and Hinge Loss, and various loss optimizers which 
include Adam, SGD, RMSProp, Adadelta, Adagrad, and Nadam, we 
obtained significant performance changes. We realize that choosing 
the correct loss function for each model is crucial since different loss 
functions lead to different errors on the same evaluation. By using a 
subset of the Livdet 2017 database, we validate our approach to 
compare the generalization power. It is important to note that we use a 
subset of LiveDet and the database is the same across all training and 
testing for each model. This way, we can compare the performance, in 
terms of generalization, for the unseen data across all different models. 
The best CNN (AlexNet) with the appropriate loss function and 
optimizers result in more than 3% of performance gain over the other 
CNN models with the default loss function and optimizer. In addition 
to the highest generalization performance, this paper also contains the 
models with high accuracy associated with parameters and mean 
average error rates to find the model that consumes the least memory 
and computation time for training and testing. Although AlexNet has 
less complexity over other CNN models, it is proven to be very 
efficient. For practical anti-spoofing systems, the deployed version 
should use a small amount of memory and should run very fast with 
high anti-spoofing performance. For our deployed version on 
smartphones, additional processing steps, such as quantization and 
pruning algorithms, have been applied in our final model. 
 

Keywords—Anti-spoofing, CNN, fingerprint recognition, loss 
function, optimizer. 

I. INTRODUCTION 
INGERPRINT recognition is a strong and useful biometric 
system because of the uniqueness of fingerprints. It can be 

used as a secure and easy way to identify humans. However, 
spoof fingerprints violate the secureness of fingerprint 
recognition systems. For fingerprint recognition systems to be 
more secure and widely implemented, the systems need to have 
liveness detection schemes that can detect spoof fingerprints 
from the live ones. One of the methods in liveness detection 
techniques in hardware [1] is the detection of blood pressure. 
Atsushi et al. [2] demonstrated the correlation between live 
fingerprints and the blood movement inside the skin layer. The 
problem with these techniques is that it is expensive to be used 
widely. In order to provide secure and economical fingerprint 
recognition systems, the use of CNN is widely investigated. It 
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is possible to train CNN in order to distinguish between fake 
and live fingerprints. Researchers have been trying to find the 
most accurate CNN that can distinguish between live and spoof 
fingerprints. See [16], [27], [28] for various attempts on 
detecting spoof fingerprints. Eunsoo et al. [3] demonstrated a 
CNN for fingerprint liveness detection using the Gram module. 
The model had an error rate of 2.61%, which shows the 
potential of using CNN for fingerprint liveness detection.

AlexNet [12], VGGNet [14], and ResNet [15] are used in this 
paper’s experiment. The three CNNs are tested with various 
types of loss functions and optimizers. The loss functions used 
in the experiments include Cross-Entropy, Center Loss, Cosine 
Proximity, and Hinge Loss. These 3 are the main loss functions 
that are used for classification purposes. The optimizers used in 
the experiments are Adam, SGD, RMSprop, Adadelta, Adagrad, 
and Nadam. Among the CNN models with high accuracy, the 
parameters and mean average error rates are also obtained. The 
use of parameters is to calculate each model’s memory usage, 
and the mean average rate (mae) is used to find the time taken 
to predict and output a result. Comparing the models’ efficiency 
on the database associated with the accuracy, memory usage, 
and the amount of time for output in the aspect of different loss 
functions and optimizers is the main purpose of this paper.

The paper is organized as follows. Section II contains the 
necessary background information. Section II A includes the 
necessity of detecting spoof fingerprints, and Section II B 
explains the difference between live and spoof fingerprints, and 
Section II C types of CNN that will be used in this experiment. 
The types of loss functions and optimizers that will be used in 
this experiment are explained in Section III with mathematics 
and description. In Section IV, the experiments will be 
demonstrated by finding the proper model and reinforcing that 
model. The results will be in Section V and the conclusion will 
be followed in Section VI.

II. BACKGROUND 

A. Spoofing Attacks 
There have been many attacks by using fake fingerprints. See 

[4]-[8] for various spoof attempts. Philip et al. [8] demonstrated 
an algorithm, DeepMasterPrints, that used deep learning to 
create a spoof fingerprint and tested it on a database. The spoof 
fingerprint matched 78% of the real one in the lowest security 
level of 1%. Philip also said that “the underlying method is 
likely to have broad applications in fingerprint security as well 
as fingerprint synthesis.” The use of deep learning to make 
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high-quality spoof fingerprints will lead to a more serious 
problem to solve. 

Recently, there was a case where famous smartphones have 
been easily unlocked by using just silicone phone cases [6]. 
These problems indicate that still, many fingerprint recognition 
systems have difficulty in classifying between live and spoof 
fingerprints, although there have been significant 
improvements in this research. 

Implementing liveness detection algorithms into the systems 
is a probable method only for systems that require strong 
security. In order to implement fingerprint recognition for 
everyone to use in important cases, like verifying a bank 
account, the system needs to be more reliable and cheaper to 
implement. The use of CNN models can be a reliable method in 
distinguishing spoof and live fingerprints, and it is also cheaper 
to implement than hardware anti-spoofing systems.

B. Difference Between Live and Spoof Fingerprints 
The difference between live and spoof fingerprints can be 

found from the scanned images from the sensor.

(a)        (b) 

Fig. 1 Image of a spoof fingerprint made out of gelatine (a) and a live 
fingerprint (b)

Fig. 1 shows the difference between spoof (a) and live (b) 
fingerprints. Live fingerprints, when contacted by the sensor, 
show natural pattern distribution over the fingerprint and 
natural movements. Live fingerprint images also show the 
distribution of pores which are small to be made by spoof 
fingerprints. The image of a live fingerprint in Fig. 1 shows the 
overall gray region, specific ridges, and distribution of pores. 
Spoof fingerprints, on the other hand, show unnaturally 
distributed patterns, dark on some regions, and abnormal ridges. 
Spoof fingerprints also show unnatural boundary, white or 
black blob, and abnormally projected histogram. The image of 
a live fingerprint in Fig. 1 shows random white and black 
regions, white spots at the edge, abnormal ridges, and no pores. 
Pores are too small to be found in spoof fingerprints, so it is a 
distinct feature from live and spoof fingerprints. Pores can be 
used in high-quality sensors to classify between spoof and live 
fingerprints. Anil et al. [9] demonstrated a fingerprint 
recognition algorithm using the detection of pores. This 
algorithm can be useful in detecting spoof and live fingerprints. 
However, the difference between live and spoof fingerprints are 
unrecognizable in many current fingerprint recognition systems. 
There needs to be a more efficient way to distinguish live and 

spoof fingerprints.

C. Types of CNN 
CNN is a deep learning neural network that is usually used 

in image classification. In 1988 Kunihiko et al. [10] was the first 
to propose a hierarchy of neural networks capable of visual 
pattern recognition. The paper shows the basic structure of 
DNN (Deep Neural Networks) and the use of neocognitron as a 
universal pattern-recognizer. In 1998, LeCun et al. [11] 
represented LeNet, which held the basic architecture of CNN in 
1998. LeNet contains the basic convolution layers and pooling 
layers, and it also uses backpropagation.

There are various types of CNN that can be used for 
classification purposes. Krizhevsky et al. [12] demonstrated 
AlexNet, a neural network that achieved first place in the 
ILSVRC (ImageNet Large Scale Visual Recognition Challenge) 
[13] with the lowest error rate. AlexNet was not the first CNN, 
but it was the first useful CNN architecture, and the dropout 
technique used by AlexNet is the basis for every CNN used in 
the present days.

Karen et al. [14] demonstrated VGGNet in ILSVRC 2014 
and achieved first place in the localization task. VGGNet is an 
improved version of AlexNet, that uses large kernel filters 
followed by multiple 3x3 kernels. However, ResNet developers, 
Kaiming et al. [15], suggested a graph about gradient vanishing 
in VGGNet, a degradation problem. As the network depth 
increases, accuracy gets saturated and then degrades rapidly. 
The solution they suggested was to make shortcuts for the 
gradients. The shortcut connections turn the network into its 
counterpart residual version allowing the layers to directly use 
the data when the input and output are the same dimensions. 
DenseNet is an improved version of ResNet, and it was 
demonstrated by Huang et al. [16]. DenseNet has shortcuts for 
every layer so all of the layers are connected. DenseNet is very 
similar to ResNet except for an equation that sums the input 
instead of concatenating it, which leads to a substantially 
different behavior.

The types of CNN introduced above are the CNNs that had 
high performance in the ILSVRC. They are all useful CNNs for 
classification, however, they all have different architectures. To 
classify between spoof and live fingerprints, the CNN that has 
the highest accuracy in fingerprint databases needs to be 
investigated.

III. LOSS FUNCTIONS AND OPTIMIZATION 
Finding the accurate loss functions and optimizers for the 

model is important to perform with high accuracy. This section 
introduces the types and basics of the loss functions and 
optimizers that this experiment uses. 

A. Loss Function 
CNN trains by optimizing parameters through loss functions. 

The loss function compares the accuracy from the training 
database to a validation database. Choosing the correct loss 
function for the model is crucial since different loss functions 
lead to different errors on the same evaluation.

Table I shows four loss functions used in this paper with 
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mathematics and description. The loss functions are Cross 
Entropy, Center Loss, Cosine Proximity, which are the main 
loss functions that are used for classification purposes [19]. The 

four loss functions will be collaborated with various optimizers 
to reinforce the performance of the models.
 

 
TABLE I 

TABLE OF LOSS FUNCTIONS USED IN THIS EXPERIMENT 
Loss Function Mathematics Description 
Cross Entropy 

 
Cross entropy functions [17], [30], [31] measures the difference 
between two or more probability distributions. The equation uses a 
logarithmic equation to find out the difference between the predicted 
values and actual values. 

Center Loss 
 

Center loss function [18], [32], [33] finds the center of the dataset by 
reducing the distance from each data. The equation characterizes the 
intra-class variations and takes the entire training set into account 
and averages the features. 

Cosine Proximity 
 

Cosine Proximity function [34], [35] measures the similarity of two 
vectors. The equations calculate the cosine of the angle between 
them, which is the similarity of the two vectors. 

Hinge Loss  Hinge Loss function [36] measures the maximum margin between 
data points. Hinge Loss function is a convex function, which cannot 
be used with most of the usual convex optimizers. 

Table of loss functions that are included in the experiment. The table also includes the mathematics and description of each loss function. 
 

TABLE II 
TABLE OF OPTIMIZERS USED IN THIS EXPERIMENT 

Loss Function Mathematics Description 
Adam  Adam [20], [21] optimizer calculates an exponential moving average of the gradient and the 

squared gradient, and the parameters control the decay rates of these moving averages. 
SGD  SGD [20], [22] optimizer uses gradient descent on a random point on the entire dataset. The 

optimizer updates its parameter for each training example and label. It also reduces redundant 
computations for large datasets. 

RMSProp  RMSProp [20], [23] optimizer normalizes the gradients by an exponential moving average of the 
magnitude of the gradient for each parameter. RMSprop is developed to resolve Adagrad’s 
radically diminishing learning rate problem. 

Adadelta 
 

Adadelta [20], [24] optimizer is an extension from Adagrad optimizer that reduces its aggressively 
decreasing learning rate. Instead of accumulating all past gradients, the optimizer adapts the 
learning rate based on the moving window of gradient updates. 

Adagrad  Adagrad [20], [25] optimizer adapts the learning rate to the parameters, which is more parameter 
updates for infrequent features and less parameter updates for frequently occurring features. 

Nadam   Nadam [20], [26] optimizer is the combination of Adam and NAG. The learning rate is accelerated 
by summing up the exponential decay of previous and current gradient’s moving averages. 

Table of optimizers that are included in the experiment. The table also includes the mathematics and description of each optimizer. 
 

B. Optimizer 
Optimizers are used to minimize the error between the 

training database and the validation database. After the loss 
function calculates the errors, the optimizer calculates the 
gradient, which is the derivative of the loss function, and this 
gradient is used to adjust the weights of the model for better 
performance. Different optimizers lead to different adjustments 
of the weights of the model, which can be crucial on the 
accuracy.

Table II shows six optimizers used in this paper with 
mathematics and description. The optimizers are Adam, SGD, 
RMSprop, Adadelta, Adagrad, and Nadam, which are the main 
optimizers that are used for CNN training. 

IV. METHOD 
The fingerprint database is from Livdet 2017 database [29]. 

The models in this paper use 1000 images from the datasets 
from 2009 to 2017. It is important to note that we use a subset 
of LiveDet and the database is the same across all training and 
testing for each model. This way, we can compare the 
performance, in terms of generalization, for the unseen data 

across all different models.
AlexNet, VGGNet, and ResNet were also reinforced to be 

the most accurate models for detecting spoof fingerprints. 
The paper’s experiment AlexNet has 26 layers, no data 

augmentation, pool size of (2,2), kernel size of (3,3), average 
pooling type, dropout rate of 0.5, zero padding of (1,1), and 
activation functions of relu and softmax. VGGNet has 22 layers, 
no data augmentation, pool size of (2,2), kernel size of (2,2), 
max pooling type, dropout rate of 0.5, zero padding of (1,1), 
and activation functions of relu and softmax. ResNet, no data 
augmentation, pool size of (2,2), kernel size of (3,3), max 
pooling type, dropout rate of 0.5, zero padding of (1,1), and 
activation functions of softmax. 

The models were trained each time with one of the loss 
functions and one of the optimizers together, and the accuracies 
were recorded. 

V. RESULT 
The accuracy, mean average error rate, and the parameters 

are compared to find the most accurate CNN model based on 
loss functions and optimizers for the anti-spoofing fingerprint 
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database. 

TABLE III 
ALEXNET LOSS FUNCTION OPTIMIZATION ACCURACY 

 Adam SGD RMSProp Adadelta Adagrad Nadam 
Cross Entropy 94.05% 94.76% 91.43% 93.57% 94.76% 95.24% 
Center Loss 84.29% 93.33% 90.24% 92.14% 88.81% 91.43% 

Cosine Proximity 90.95% 93.33% 95% 93.57% 94.53% 94.52% 
Hinge Loss 93.57% 94.05% 91.92% 95% 94.52% 94.52% 

Table of AlexNet’s accuracies of various loss functions and optimizers on the anti-spoofing fingerprint database. 
 

TABLE IV 
VGGNET LOSS FUNCTION OPTIMIZATION ACCURACY 

 Adam SGD RMSProp Adadelta Adagrad Nadam 
Cross Entropy 93.81% 92.14% 90.95% 92.62% 50.48% 50.48% 
Center Loss 49.52% 50.48% 50.48% 90.24% 50.48% 50.48% 

Cosine Proximity 93.13% 87% 92.62% 94.76% 50.48% 50.48% 
Hinge Loss 50.48% 82.86% 50.48% 50.48% 50.48% 50.48% 

Table of VGGNet’s accuracies of various loss functions and optimizers on the anti-spoofing fingerprint database. 
 

TABLE V 
VGGNET LOSS FUNCTION OPTIMIZATION ACCURACY 

 Adam SGD RMSProp Adadelta Adagrad Nadam 
Cross Entropy 92.76% 91.33% 89.87% 91.05% 86.86% 89.76% 
Center Loss 50.48% 49.05% 49.58% 50.42% 50.16% 50.49% 

Cosine Proximity 79.05% 90% 88.33% 90.24% 89.05% 88.57% 
Hinge Loss 91.19% 92.14% 88.1% 90.71% 90.71% 84.05% 

Table of ResNet’s accuracies of various loss functions and optimizers on the anti-spoofing fingerprint database. 
 

Table III shows that AlexNet performs high on the database 
with most of the loss functions and optimizers. 2,271,194 
parameters were trained for AlexNet. AlexNet with Cross 
Entropy loss function and Nadam optimizer performed an 
accuracy of 95.24%, which is the highest in this experiment and 
with a mean average error rate of 0.05. Also, Cosine Proximity 
with RMSprop and Hinge Loss with Adadelta performed high 
accuracy of 95% with a mean average error rate of 0.06. Overall, 
AlexNet with Cross Entropy loss function performs a high 
average accuracy of 93.97%. Using Nadam as the optimizer 
performs the highest average accuracy of 93.93%. From the 
three models, disregarding the models that failed to train, 
AlexNet performed the highest average accuracy of 92.9%.

Table IV shows that VGGNet performs high in some models, 
but some models fail to train. 19,110,162 parameters were 
trained for VGGNet. VGGNet with Cosine Proximity loss 
function and Adadelta optimizer performed the highest among 
VGGNet models with an accuracy of 94.76% and with a mean 
average error rate of 0.07. VGGNet with Cosine Proximity and 
Adam, Cross Entropy and Adam performed high with an 
accuracy of higher than 93% and a mean average error rate of 
0.08. For VGGNet, Center Loss and Hinge Loss functions were 
not able to train the model and Adagrad, Nadam optimizers also 
did not work. Disregarding some of the models that failed to 
train, VGGNet has an average accuracy of 91.01%.

Table V shows that ResNet genuinely does not perform with 
a high accuracy on the database. 11,180,674 parameters were 
trained for ResNet. ResNet with Cross Entropy loss function 
and Adam optimizer performed the highest among ResNet 
models with an accuracy of 92.76% and with a mean average 

error rate of 0.12. Center Loss was not able to train for ResNet 
and other loss functions with optimizers performed with an 
accuracy of lower than 92%. Disregarding some of the models 
that failed to train, ResNet has an average accuracy of 91.01%.

In the aspect of loss functions and optimizers, Center Loss 
function did not perform well with VGGNet and ResNet on the 
anti-spoofing fingerprint database. Hinge Loss function also did 
not perform well with VGGNet on the database. Cross Entropy 
loss function performed the highest with an average accuracy 
of 92.19%. Adadelta optimizer performed the highest among 
optimizers with an average accuracy of 92.39%. SGD, 
RMSprop, and Nadam performed really high with AlexNet on 
the database. However, Nadam and Adagrad did not work with 
VGGNet and failed to train. 

VI. CONCLUSION 
This paper studies the use of loss functions and optimizers 

for CNNs for fingerprint anti-spoofing. Among the models, 
AlexNet with Cross Entropy loss function and Nadam 
optimizer performed the highest accuracy, with an accuracy of 
95.24%. The model performed with a mean average error rate 
of 0.05 and trained 2,271,194 parameters. The low computation 
time and low memory usage reinforces the efficiency of the 
model. Although AlexNet has less complexity over other CNN 
models it is proven to be very efficient. For practical anti-
spoofing systems, the deployed version should use a small 
amount of memory and should run very fast with high anti-
spoofing performance. For practical anti-spoofing systems, the 
deployed version should use a small amount of memory and 
should run very fast with high anti-spoofing performance. For 
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our deployed version on smartphones, additional processing 
steps, such as quantization and pruning algorithms, have been 
applied in our final model.
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