
 

 

 
Abstract—We as humans use words with accompanying visual 

and facial cues to communicate effectively. Classifying facial 
emotion using computer vision methodologies has been an active 
research area in the computer vision field. In this paper, we propose a 
simple method for facial expression recognition that enhances 
accuracy. We tested our method on the FER-2013 dataset that 
contains static images. Instead of using Histogram equalization to 
preprocess the dataset, we used Unsharp Mask to emphasize texture 
and details and sharpened the edges. We also used 
ImageDataGenerator from Keras library for data augmentation. Then 
we used Convolutional Neural Networks (CNN) model to classify the 
images into 7 different facial expressions, yielding an accuracy of 
69.46% on the test set. Our results show that using image 
preprocessing such as the sharpening technique for a CNN model can 
improve the performance, even when the CNN model is relatively 
simple.  
 

Keywords—Facial expression recognition, image pre-processing, 
deep learning, CNN.  

I. INTRODUCTION 

ACIAL expression recognition (FER) plays an important 
role in many fields such as human computer interaction, 

security, marketing, new analysis and so on [1], [15], [20], 
[21]. However, it is still a challenge to process the data and 
extract the features required for the analysis. To classify an 
expression into a number of finite expression categories with a 
high accuracy, computers need to learn various features for 
each particular expression. To achieve this goal, the database 
for expression feature learning should contain large set of 
images with many expression features. 

The common databases used for FER analysis are divided 
into two categories. One type depends on recognizing basic 
facial expressions (e.g. happiness, sadness, surprise, anger, 
disgust, fear, and neutral) from human facial expression in 
RGB or greyscales images [15], [16]. The other type focuses 
on extracting fine-grained descriptions for facial expressions 
[2]. Both types have two issues, which is either the limited 
number of images in the dataset, or the acted expression 
instead of a spontaneous one in highly controlled 
environments. Both issues make it difficult for learning 
models to effectively classify expressions.  

The main approach that is used for FER is based on CNN 
[23] which is fast to train and allows for real-time FER even 
when using standard computers. Models that use CNN is able 
to predict the facial expression label based on the categories of 
emotions and CNN usually provides a simple solution for FER 
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when it is combined with image pre-processing steps. Xie et 
al. [23] conducted an experiment to evaluate their CNN model 
on a Few Training Samples using public databases (CK+, 
JAFFE). They found that CNN and specific image pre-
processing steps can achieve competitive results when 
compared with other FER methods. 

In this paper, we developed a method using the FER-2013 
database for FER. We enhanced the images clarity by using 
image sharpening technique, which enhanced the performance 
of the CNN model while keeping it simple. Our model did not 
need to use any other preprocessing filters or supervised 
machine learning model such as SVM [17], [25]. While our 
approach adds some noise edges, the overall effect 
emphasized the prominent edges in facial images that resulted 
in higher accuracy than previous studies [24], [5], [6], [27]. 

II. RELATED WORK  

Previous studies have developed different methods with 
increasing progress in facial emotion recognition performance 
[4], [7]-[9], [19]. Conventional classification has shown its 
robustness when it is preceded by image preprocessing 
techniques [11].  Rani et al. [10] used edge detection 
algorithms for prefiltering the raw images for FER. Other 
studies used Gaussian edge detectors [13], Colored edge 
detectors [12] for multi-view face detection, and Canny edge 
detection [14] for feature extraction. A study by Yu et al. [24] 
used standard histogram equalization for preprocessing facial 
images data. In unconstrained environments, [22] obtained a 
sparse representation of faces for person-specific verification.  

CNN have been extensively used for image classification 
tasks, especially FER, due to their ability to extract image 
features [4]-[6], [23], [25]-[27]. Though CNNs perform well 
on their own, performing image preprocessing and feeding the 
preprocessed image as input to the CNN has shown significant 
improvement in accuracy as opposed to feeding a raw input 
image [27]. Earlier implementation of CNN architectures did 
not employ image data augmentation and preprocessing 
techniques [5], [6], [26] making them less robust to rotated 
and deviated facial images. Tang [25] implemented CNN with 
a linear Support Vector Machine (SVM). Wang et al. [27] 
employed the same technique, but that they used SVM to stack 
the result of the “softmax” activation function. They also used 
data augmentation with histogram equalization, which resulted 
in better performance. Varying preprocessing techniques and 
feature extraction parameters can also boost the performance 
of an ensemble of classifiers [3]. Nanni et al. [18] showed that 
it is possible to further boost performance by designing an 
ensemble of classifiers based on different preprocessing 
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techniques and feature extraction parameters.  
Our goal is to combine the best of both methods, using an 

image preprocessing technique with data augmentation to 
enhance each image features and feed it to the CNN model. 
We found that Image Sharpening technique enhances the 
prominent features of the input facial images. Our CNN 
architecture is tantamount to [27] with some additional 
changes in the convolutions and normalization, and without 
the need to stack SVM with the CNNs output. 

III. DATA PREPARATION 

A. Dataset 

FER-2013 is the standard dataset used for FER tasks. The 
images in FER-2013 were generated using the Google Image 
Search API. The dataset consists of 28, 709 training images, 
3589 validation images, and 3589 test images. The “emotion” 
column from the FER-2013 is the target attribute which 
consists of seven categories labeled from 0 to 6, representing 
human emotions such as “Anger, Disgust, Fear, Happy, Sad, 
Surprise, and Neutral”. The “pixel” column consists of 48*48 
grayscale facial images stored as a 1-dimensional string. The 
facial images are not all frontal face photos and most of them 
consist of deviations. Human accuracy to detect facial 
expressions in the FER-2013 dataset is recorded to be around 
65%. Most CNN recorded to have an accuracy of 64%-67% 
on the FER-2013 dataset. 

B. Image Preprocessing 

Background, illumination, and posture deviations are all 
factors which affect the accuracy of experimental results. 
Applying preprocessing techniques to clean the images and 
enhance the features that play an important role to detect the 
facial emotions can result in increased accuracy. The FER-
2013 dataset consists of a few noisy unknown/comic images 
which have not been excluded in our experiments. There are 
mainly two preprocessing techniques that we employed in our 
experiments. The first is data augmentation, and the second is 
image sharpening. For data augmentation, we used 
ImageDataGenerator from Keras library. The 
“ImageDataGenerator” generates 32 different images from 
one image by rotating, flipping, and applying other methods 
on the original image. Since the FER-2013 is relatively small 
dataset, this data augmentation technique is beneficial to train 
the model with additional data. For image sharpening, we used 
“Unsharp Mask” filter from PIL (Python Imaging library) to 

improve the contrast and density changes as shown in Fig. 1. 
Unsharp Mask uses a blurred or negative image to create a 

mask of the original image. The final positive “less blurred” 
image is obtained by combining the original image with the 
blurred image. The advantage of using Unsharp Mask over 
other sharpening filters like Gaussian High Pass is the ability 
to control the sharpening process. Unsharp Mask provides 
adjustable parameters which can be modified. By observing 
and understanding the images in FER-2013, we found that the 
images is slightly blurry and applying sharpening to these 
images helped to define the edges of prominent features, such 
as eyes and mouth which are relevant for detecting human 
emotions as shown in Fig. 2.  

 

 

(a)           (b) 

Fig. 1 Applying the Unsharp Mask filter on a raw image (a), The 
result (b) has high contrast and density 

 

 

Fig. 2 Sample of images from FER-2013 dataset after applying the 
Unsharp Mask 

 

 

Fig. 3 CNN model architecture: 5 convolutional layers, 3 max pooling layers, and 3 fully connected layers 
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IV. PROPOSED MODEL 

CNN is a class of Deep Neural Network which performs 
well for image related tasks as they tend to capture spatial 
information. The input to the CNN is a 48*48 grayscale 
image. These input images are the output of the 
ImageDataGenerator which produces rescaled, rotated, 
flipped, and sharpened images. The output of the CNN is a 
probability of seven categories of facial expressions. It is 
composed of five convolutional layers, three max pooling 
layers, and three fully connected layers as shown in Fig. 3. All 
the convolutional layers use “same” padding and “ReLU” 
activation function. The first two fully connected layers use 
“ReLU” as the activation function and the last fully connected 
layer uses “Softmax” activation function. The first, third, and 
fifth convolutional layers are followed by batch normalization, 
max pooling of size 2x2 and stride 2x2, and dropout of 20%. 
The first convolutional layer is composed of a 5x5 kernel with 
64 filters. The second and third convolutional layers are 
composed of 3x3 kernels with 128 filters. The fourth and fifth 
convolutional layers are composed of 3x3 kernels with 256 
filters. The first fully connected layer consists of 1024 neurons 
and the second fully connected layer consists of 512 neurons 
followed by a drop out 20%. The final fully connected layer, 
which produces the output, consists of 7 neurons representing 
the 7 categories. The model uses the 
“categorical_crossentropy” loss function and “adam” 
optimizer. The total trainable parameters in the model are 11, 
075, 847 and non-trainable parameters are 896. Keras callback 
ReduceLROnPlateau has been used to tweak the learning rate 
if the validation accuracy does not increase by a certain 
amount for 10 epochs. The model was trained for 100 epochs 
using a batch size of 128. 

V. EXPERIMENTAL RESULTS  

The model trained on the raw dataset without any 
preprocessing results in a training accuracy of 84.52% and 
validation accuracy of 59.76%. There is a significant 
improvement in the validation accuracy when the model is 
trained on the preprocessed dataset, and in comparison, to 
previous methods such as [24], [5], [6], [27]. Table I shows 
the improvement in the model performance with our image 
preprocessing techniques applied. After the dataset is 
preprocessed using ImageDataGenerator and Unsharp Mask, 
the model results in a training accuracy of 90.85% and 
validation accuracy of 67.32%.  

 
TABLE I 

PREPROCESSING RAW IMAGES USING OUR METHOD 

Method Accuracy (%) Validation (%) 

False 84.52 59.76 

True 90.85 67.32 

 

When comparing our classification accuracy on the test set 
to other algorithms, Liu et al. [5] achieved an accuracy of 
65.03% by using CNN ensemble model to identify facial 
expressions. They use multiple different CNNs and average 
out the results.  Shin et al. [6] achieved an accuracy of 68.79% 

and Wang et al. [27] achieved an accuracy of 68.79%. With 
the preprocessing technique we employed, the classification 
accuracy we have achieved on the test set is 69.46%.  While 
Yu et al. [24] used Multiple Deep Networks, an ensemble of 
classifiers, to achieve a higher accuracy of 72.1%, the model 
used in our paper is substantively simple and takes lesser time 
to train. Table II shows the prediction accuracies of the 
previous methods and our method on the FER-2013 test set. 

 
TABLE II 

CLASSIFICATION ACCURACIES 

Method Recognition accuracy (%) 

Raw-tang model 62.20 

Ensemble CNN 65.03 

Hist-eq-tang model 66.67 

Histogram equalization with (SVM+CNN) 68.79 

Our method 69.46 

Multiple deep network 72.1 

VI. CONCLUSION 

In this study, we were able to demonstrate that the use of 
sharpening technique to preprocess data for a CNN model 
boosted performance even though the CNN model is relatively 
simple. This is improved performance vis a vis previously 
published methods such as Wang et al. [27] and Shin et al. [6]. 
Our image preprocessing technique led to emphasizing the 
prominent edges in facial images resulting in higher accuracy. 
Our baseline model has resulted in an accuracy of 69.46%. 
Using pre-trained models such as VGG16, Resnet-50, 
Inception v3, and SeNet-50 and applying transfer learning 
with the preprocessing techniques employed in our study on 
the FER-2013 dataset, the classification accuracy can be 
improved further. Future work can be extended to detect noise 
edge in the preprocessing and compose the CNN with an 
ensemble method. Better detection of human emotions can 
help children with autism, blind people to read facial 
expressions, robots to better interact with humans, and ensure 
driver safety by monitoring attention while driving. FER can 
also enhance the emotional intelligence of applications and 
improve customer experience by using emotion recognition. 
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