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Abstract—The main goal of this paper is to present a solution
for a water purification system based on an Environmental Internet
of Things (EIoT) platform to monitor and control water quality
and machine learning (ML) models to support decision making
and speed up the processes of purification of water. A real case
study has been implemented by deploying an EIoT platform and a
network of devices, called Gramb meters and belonging to the Gramb
project, on wastewater purification systems located in Calabria,
south of Italy. The data thus collected are used to control the
wastewater quality, detect anomalies and predict the behaviour of
the purification system. To this extent, three different statistical and
machine learning models have been adopted and thus compared:
Autoregressive Integrated Moving Average (ARIMA), Long Short
Term Memory (LSTM) autoencoder, and Facebook Prophet (FP).
The results demonstrated that the ML solution (LSTM) out-perform
classical statistical approaches (ARIMA, FP), in terms of both
accuracy, efficiency and effectiveness in monitoring and controlling
the wastewater purification processes.

Keywords—EIoT, machine learning, anomaly detection,
environment monitoring.

I. INTRODUCTION

THIS study is part of a regional research project (P.O.R

Calabria) focusing on the development of an innovative

EIoT (Environmental Internet of Thing) platform and a Smart

Meter network, called Gramb, for monitoring, analyzing and

control the quality of civil and industrial wastewater, upstream

and downstream of the Public and/or Private purification

circuits. The proposed solution integrates and interfaces

with independently powered IoT devices, equipped with a

Global Positioning System (GPS) and environmental sensors

that allow real-time data collection on wastewater quality

monitoring for the operation of the purification system. Thanks

to the early warning algorithms, the proposed solution allows

to monitor, control and optimise the quality, efficiency and

effectiveness of environmental wastewater treatment processes.

The platform can aggregate and process incoming data, then

enforcing control policies and related actions.

The Calabria Region has a nominal purification capacity

of 75% overall. In the Province of Catanzaro, 17 out of 22

purification plants are not working properly and only very
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few plants have quantities of sludge disposed compatible with

the quantities of treated water, hence the need to monitor the

inlet and outlet flow of wastewater at each plant to alert the

authorities in the case of out of bound values in measurements.

Monitoring of the flows entering and leaving the plant and,

if necessary, those by-passed, will allow constant control not

only of the treated flows, but also of what is discharged

directly, over the norms, or illegally. A recurring problem in all

the plants examined is the origin of the incoming wastewater,

as the sewerage system is “hybrid”, since rainwater, irrigation

water or even groundwater can be mixed within. Moreover,

the consequent dilution of the load entering the plants, with

pollutant concentrations much lower than those envisaged in

the design phase, easily causes problems of settling as a result

of the sludge exceeding the optimal rate of ascent compared

to that envisaged in the design phase.

One of the most frequent situations is the drainage into

the public sewerage system of effluents from various types

of production activities with significant quantities of water

from the alluvial aquifer. In many cases, the sewage treatment

plant operator does not or cannot control the quantities of

effluent discharged into the sewer. Another possible cause of

hydraulic overload in a purification plant may be a discrepancy

between the water consumption forecast and the actual one.

Therefore, since it is not actually possible to check the state

of the network upstream of the plant, monitor the inlet and

outlet of the purification plants in real-time is a valid solution

for triggering an immediate alarm to the authorities or simply

to collect information useful for an analysis of the functionality

of the plants or the identification of plants with anomalous inlet

effluents in certain weather conditions. In such circumstances,

the explosion of new technologies like Artificial Intelligence

(AI) and different Machine Learning (ML) techniques play

an important role and can be used to maintain complex

systems. ML models allow to manage of large amounts of

non-linear data and provide great accuracy in prediction, even

with small volumes of observations. The goal of our analysis

is to adopt and test different statistical and ML models for

predicting the input and output values of sewage treatment

plants in real-time, to also find anomalies in the system. We

investigate how such algorithms can predict future values and

find failures in the operating sewage plant, also identifying

which parameters can improve the prediction process.

In summary, the main contribution of the paper is threefold:

i) implementing real-time monitoring of system efficiency,

quality and certification to better control the reliability
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and robustness of the wastewater plant process; ii) create

a system that helps the wastewater data review process

while minimizing energy resources and reduce the exposure

of personnel to time-consuming, repetitive and dangerous

operations; and iii) demonstrate the ability of the ML

approaches to overcome ARIMA and Prophet models to detect

anomalies at the wastewater treatment plant on time series

data;

The remainder of the paper is organized as follows: related

works are discussed in Section II. In Section III, we introduce

the techniques of data collection and the prediction models.

Section IV presents the experimental tests and results, while

Section V concludes the paper with some final remarks.

II. RELATED WORKS

Over the last decade, much research has been conducted

to assess the wastewater monitoring and control to contribute

to the balance of the environmental system [1]. Although

the quality of depuration also depends on how the system is

designed and implemented, the role of instrumentation, control

and automation has become essential for the cost-effective and

safe process operation [2]. In this direction, some of these

methods have been used to control the process by verifying the

correct functioning and reliability of the instruments through

the prediction of the behavior and the detection of anomalies

in the system.

The application of modern computer and online sensors

technologies has vastly improved the performance in many

wastewater treatment plants. Numerous approaches have been

made to more accurately monitor and control wastewater

quality analysis through forecasting environmental time series

by the use of predictive modeling also with the use of

neural networks. Advances combining sensor technology and

information science have been becoming a focus in recent

years [3] regarding also real-time data acquisition [4]. The

information generated from online sensor devices can be used

in forecasting models to accurately predict the sewage process

treatment behavior for reuse applications. A neural network

model may be useful in such cases because of its self-learning

capability [5] [6] [7] [8]. Most of these models need several

different input data, which are not easily accessible and make it

a very expensive and time-consuming process. The application

of a neural network model as a prediction tool to facilitate

decision-making in effluent reuse applications was conducted

using chemical monitoring parameters to build the neural

network model, including also meteorological parameters such

as rainfall index [9].

Wastewater monitoring and control patterns depend on

a wide variety of factors. Determining an appropriate

prediction model for wastewater charging behaviour is a highly

specialised task. In literature, there are many models that rely

on network specifications rather than generalization; among

favorites include the Long-Short Term Memory (LSTM), the

Auto-Regressive-Integrated-Moving-Average (ARIMA) [10]

and other complementary models like recently Prophet [11].

Although the ARIMA model is proficient in forecasting daily

load based upon the linear aspect of the data, it is not

able to take into account for the non-linear aspects of the

load time series, which represent the randomness induced by

unaccounted emergencies and weather conditions [12].

The authors in [13], show the efficiency of ARIMA and

ANN (Artificial Neural Network) models in predicting water

quality parameters at a wastewater treatment plant, concluding

that in all error estimates, ANNs models performed better

than the ARIMA model. To uncover the non-linear aspects

of time series, LSTM is usually preferred, which is a deep

learning technique based on the RNN (Recurrent Neural

Network) structure [14]. Authors in [12] show how this

RNN architecture usually outperformed all other models in

terms of accuracy when using metric like mean absolute

percent error (MAPE). In this manuscripts [15], LSTM neural

network has been used with the aim of detecting faults

in wastewater treatment plants by overcoming traditional

methods and enabling timely detection of collective faults.

The recent model, named Prophet, has been recently used for

the prediction and detection of anomalies in time series[16]

[17], and with respect to ARIMA and LSTM, applications

of this model have not been found in relation to sewage

water treatment. Others specific algorithms based on principal

component analysis [18] have been developed to support the

efficient operation of wastewater treatment plants.

Although all these studies mainly focus on comparing

different methods, as mentioned above, for time series

prediction and anomaly detection like [19], they have not

been applied to wastewater treatment plant monitoring in

real-time fashion that can help the wastewater data review

process, support decision making and speed up the processes

of purification of water.

III. SYSTEM DESCRIPTION

A. Sensing Infrastructure and Data Collection

For the experience, several purification plants with

a capacity between 2,000 and 10,000 p.e. (population

equivalent) were viewed. The selected treatment plant, which

has recently undergone some technological modernisation, is

located in the municipality of Briatico in Calabria (Fig. 1). It

has a treatment capacity of 3.500 p.e.

Fig. 1 Wastewater treatment plant
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The sewage water plant is designed for a maximum flow

rates of 80-100 m3/h at the inlet of the treatment plant during

winter. As the wastewater comes from the surrounding coastal

tourist areas, this capacity can reach 400 m3/h during the

summer period. The plant is equipped with some instruments

for the acquisition of chemical-physical measures as:

• No. 1 Chemitec inlet flow meter model S103 Flow Meter

(S103C):

– Electromagnetic meter;

– Output: 4 x 20mA outputs (configure 1 per flow

value output);

– RS485 Modbus.

• No. 1 Chemitec model 42Series (4204P) outlet flow

meter:

– Measuring unit: m3/h

– Measuring range: 0 to 9999m3/h

– Output: 4 x 20mA outputs (configure 1 per flow rate

output)

– RS485 Modbus

• No. 1 newly installed temperature/pH meter located at

the inlet of the system

– Unit of measurement: pH

– Measuring range: 0 - 14pH

– Working temperature: 0 - 80C

– Output: 4 outputs 4..20mA (configured 1 for pH and

1 for temperature)

– Output: RS485 Modbus

• No. 1 NO3/NH4 meter located in the purification

treatment tank

– Unit of measurement: mg/l

– Output: 4 outputs 4..20mA (configured 1 for NO3

and 1 for NH4)

– Output: RS485 Modbus

A Meter, called Gramb, was designed to acquire the

chemical and physical parameters of the plant by connecting

directly to the measuring PLCs installed in the purifier. The

connection with the PLCs is established via an industrial

protocol MODBUS on a standard RS485 bus (Fig. 2).

The data received by the Meter are managed by the EIoT

Fig. 2 Communication system between PLC and Gramb Meter

platform dedicated to the purification processes monitoring.

The communication between the platform and the Gramb

Meter is assumed via a virtual port on the server configured

with the following parameters:

BAUD RATE= 19,200 - DATA BITS= 8 - STOP BITS= 1

- HANDSHAKE= NONE - PARITY= NONE
The platform acquires the information every half an hour

during the day and every hour during the night. The collected

data cover three fall-winter months of process operation.

The parameters taken into account are inlet and outlet flow

rates, temperature, ammonium and nitrates with the time of

measurement. Data stored in a cloud are analyzed within

the EIoT platform which, if necessary, alerts a possible

alarm. Anomalies are detected thanks to particular predictive

algorithms as described furthermore.
For the experiment, collected data consist of 2166 records.

B. Data Processing and Prediction Models
For our flow analyses, we chose a common time series

model that is popular among data scientists and is represented

by Autoregressive Integrated Moving Average (ARIMA). This

model, compared to classical exponential smoothing statistical

models based on a description of the trend and seasonality of

the data, aims to make a description of the correlation between

the data [20] with the ability to forecast future behaviour and,

where this is not possible, to use linear models to predict

the flow level in the future and on data with high variations.

This model takes into account three key aspects of temporal

information: Auto-Regression (AR), where observations have

regressed on their previous values, Integration (I), where

data values are replaced by the difference between values,

and Moving Average (MA), where regression errors depend

on lagged observations. ARIMA is used in forecasting both

stationary and non-stationary time series data [21]. In the

presence of non-stationary data, it is possible to make them

stationary by putting them through differentiation responsible

for the integration part [22]. Evaluation of auto-correlation is

necessary to address the relative variability of the data.
The forecast problem in the time series was addressed by

also comparing the Prophet model developed by Facebooks

Core Data Science team [23]. Prophet is a forecast model

for time series data based on an additive algorithm in which

non-linear trends fit the seasonality of annual, weekly and

daily, and is also suitable in all situations in which it is

possible to make forecasts and detect anomalies [24]. In our

approach, we leverage this model to try to see and predict the

performance of the sewage plant and detect possible anomalies

caused by external factors or malfunctioning of the same plant.

The parameters used by Prophet take into account the linear

or logistic growth curves for modeling non-periodic changes

in the time series data, periodic changes like seasonality

and also holidays. Prophet uses time as a regressor trying

to fit different linear and non-linear functions of time as

components, using their predictions as training in curve fitting

rather than looking explicitly at the time-based dependence of

each observation within a time series [25]. This model presents

some advantages such as capturing seasonality over different

periods; measurements do not have to be spaced regularly (and

this is a good formula for our dataset), the interpolation of

missing values are not necessary and the fit is very fast.
To complete our analysis, in this work we propose an

autoencoder model based on a Long Short Term Memory
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(LSTM) Recurrent Neural network (RNN). This method

uses a LSTM Encoder-Decoder (LSTM-AE) architecture for

sequence-to-sequence data [26]. Autoencoders are a type of

self-supervised learning model that can learn a compressed

representation of input data. It is widely used in time

series, where anomalies provide significant information in

critical situations and useful in the detection of unusual

and unexpected records, but also in predictions and pattern

recognition [27]. The configuration of a predictive LSTM-AE

model is set to read an input sequence, encode, decode and

recreate it. The ability of this model is evaluated by its good

ability to perfectly recreate the input sequence [28]. This

predictive model, in our case, could help us to predict the

value of the future range by estimating it with the current

data. Again, being a supervised approach, our goal is, once

the prediction is made, to detect anomalies by comparing them

with the actuals. For this use case, we used a neural network

architecture. In particular, we applied a simple feed-forward

neural network, in which the flow of information moves from

the input to the hidden layers, to the output. The advantage that

allowed us to use this type of architecture to detect anomalies

in the system lies in the fact that we train a model on sequential

data taking into account the error in the reconstruction phase,

so when the model sees ”abnormal” data, it can tell by the

increase in error in the reconstruction phase. As we will see

in the Experimental Results section, this model is able to signal

the failure of the plant by detecting when the flow rate readings

begin to diverge from normal operating values.

IV. EXPERIMENTAL RESULTS

A. Descriptive Analysis
The parameters took into analysis concern inlet and outlet

flow rates, ammonium, nitrates and temperature. Data have

been pre-processed for three months with an acquisition

frequency taken every half hour (from 0:00 to 10:00) and

others every hour (from 10:30 to 23:30) for a total of 38

daily observations daily. The descriptive analysis shows that

the data have a high dispersion of the measured values with the

presence of several outliers. All the variables are uncorrelated

from each one except for the two flow rates, which are clearly

correlated (Fig. 3). The water flow arriving in the inlet is

processed within 30-45 minutes. In the case of an efficient

wastewater treatment process, a smaller quantity is measured

at the outlet after that time.
As illustrated in the introduction, control of the volumes

entering the plant will allow constant monitoring not only of

the malfunctioning of the wastewater treatment system but also

of what is discharged directly, out of standard, or illegally.

As the correlations between the parameters collected were

low, subsequent analyses were carried out using only the inlet

flow variable to focus on process behaviour over time as an

indicator of the operation of the purification plant. Date of

measurements and inlet flow rates will be the only variables

taken into account in the dataset used for our experimentation.

B. Model Outputs
1) ARIMA: To perform the ARIMA model, python

statsmodel library [29] was used. We first checked whether

Fig. 3 Correlations among parameters

the time-series was stationary (a precondition for using this

model) to apply it. Specifically, performing the augmented

Dickey-Fuller statistic test, we verified the stationarity of the

InletFlow variable (p-value < 1%) as we can see also in

Fig. 4 that shows the three components trend, seasonality and

residuals of the time-series. We note that data are distributed

with a stable trend with some high peaks of the Inlet Flow

during December 2020.

Fig. 4 Time-series components

The 2166 samples have been divided 80% into train set and

20% into a test set for the period: 2020-11-02 to 2021-01-12.

Through the use of the auto arima function, the optimal model

that minimizes the Akaike Information Criterion (AIC) error

was found, which allowed the range of the different parameters

of p (autoregressive terms), d (order of difference) and q
(order of moving average terms) to be optimised with values

of (4,0,3) respectively. These parameters were used to adjust

the final model. Fig. 5 shows the time-series trend with the

test set prediction with 95% of the confidence interval. We

observe that the ARIMA model is not a good predictor of

future inlet flow trends for predicting changes (in intensity),

especially for unpredictable out of range values, so we don’t

predict anomalies for this data. ARIMA turns out to be a

straightforward method by design but not powerful enough

to predict signals and find anomalies in them.
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Fig. 5 ARIMA forecast

2) Prophet: An alternative to our anomaly detection task

was the use of the Prophet model, whose forecasting task is

more performant, especially for seasonality in the data. This

model let us detect automatically change points in the time

series, allowing us to factor hourly, daily, weekly and monthly

trends. We performed hourly average resampling for the whole

dataset thus, obtaining a training set of 1382 samples (up to

day 2020-12-28) and a test set of 346 samples (from the day

2020-12-29). We set default changepoints that are deducted

for the first 80% of the time series in order to project the

trend-forward and avoid overfitting problems at the end of the

time series.

In Fig. 6 we can see the result of the prediction where black

dots are original data, blue line is the predicted values and the

shaded blue area is the confidence interval of the predictions.

Fig. 6 Prophet forecast

Prophet predictions are not good due to the low amount of

samples, even though it shows a reasonable seasonal trend,

as visualized in the individual forecast components (Fig. 7).

In fact, the forecast and components visualization shows that

Prophet was able to accurately model both the underlying trend

of the data as well as the weekly and daily seasonality. They

highlight the daily trend of the quantities of water detected at

the entrance of the treatment plant. This flow is low during

the night periods, increases around 8 a.m., then peaks at

periods 10-11 and 12-14 before decreasing in the evening.

This trend is different at the weekend when the flows decrease

overall over the whole day. This trend is verified in reality and

effectively reflects the consumption habits of the households

of the neighbouring population.

Fig. 7 Prophet components

At this point, Prophet creates a new dataframe assigned to

the forecast variable that contains real data (y), the predicted

values for test set data under the yhat column, as well as

the uncertainty ranges and error of the forecast. Based on

the uncertainty rate, we label a value as an anomaly when

the absolute value of the error is greater than 30% of the

uncertainty, as shown in Fig. 8.

Fig. 8 Prophet anomaly dataframe

The graph in Fig. 9 corresponds to the time series with the

anomalies highlighted in red. It shows that the model detects

anomalies given by values far outside the range of regular

operation of the plant and also detects other anomalies that,

despite having a ”regular” value, are far from the model’s

prediction in terms of predicted seasonality described above.

The unexpected zero value, probably due to a plant fault, is

not identified as an anomaly by the model, as well as some

others high values observations close to 100m3/h (highlighted

in Fig. 9).
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Fig. 9 Prophet anomaly detection

3) LSTM-Autoencoder (LSTM-AE): As the last model

for our univariate analysis, we decided to use LSTM-AE

implementation, which proves to be a good combination for

regression forecasting and detect anomalies with sequential

time series data. This model’s architecture allows the use

of encoder and decoder as LSTM networks, which allows

learning from data over long sequences (thus capturing

temporal dependencies) and is suitable for making predictions

or detecting anomalies. The main assumption for this model is

that on the distribution of the data there must be significantly

different normal and abnormal data for the model to be

proficient at taking a sample of input data, extracting all the

important information and reconstruct the input to output, thus

also being able to discriminate on outliers. To build our model,

we used the same division of time series data of other models

by taking 80% as the train set and the remainder as the test

set (20%). Observations were taken every half hour and others

every hour by choosing a temporal sequence of 10 data values

(window) so that the model can learn from 10 previous values

(from 5 to 10 hours before), trying to predict the next sequence

values of the flow rate. To extract the temporal dependencies

of one instance to another, in our implementation, we used 2

LSTM hidden layers for both encoder and decoder (Fig. 10).

Being in a supervised approach, we feed the network with

Fig. 10 LSTM-AE network

anomalous sequences. This turns out to be an advantage in that

we help the network so that it can recognize these anomalies

during input reconstruction, leading and error less than in a

fully unsupervised approach. In this way, at autoencoder part

is required to learn the most salient features of the training

data. For our sequence reconstruction error, so in order to

detect anomalies, we proceeded with calculating the Mean

Absolute Error (MAE) on the test data and looking at the

error distribution, we picked a threshold of 80% (Fig. 11).

We declared an anomaly when the error is larger than this

threshold.

Fig. 11 LSTM - Loss with threshold

In Fig. 12, we can see the anomalies detected in the testing

data.

Fig. 12 LSTM-AE - Anomalies detection

The graph shows excess flow anomalies at the inlet of the

purification plant. In reality, these high values are often linked

to heavy rainfall that occurred in the previous half-hour or

two hours (on December 27th, more than 17mm of water

fell during the day, on January 4th more than 12mm and on

January 12th, more than 33mm ). Other anomalies, sporadic,

for slightly high values are reported on days without rain. This

could be an unusual and uncontrolled discharged of effluent

into the sewer. January 1st is characterised by anomalies

attributed to the identification of unexpectedly low values. The

model encounters more insufficient data than those measured

on working days. In reality, these values are consistent with

those observed during the weekend marked by decreasing

inflows. Finally, some station malfunctions with unexpected

zero values are identified (like January 11th), demonstrating

how the LSTM-AE approach is also well suited for predicting

failures in the plant.
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TABLE I
LSTM NETWORK CONFIGURATION

LSTM-AE architecture
Windows size 10

Layers 4
Neurons [256, 128] [128, 256]

Activation functions Relu
Dropout [0.3, 0.3]

Hyperparameters
Maximum Training Epochs 200

Early Stopping Pat = 10 Monitor = loss
Optimizer Adam
Batch Size 32

C. Model Performance

Table II shows the comparison between the three models

we performed for anomaly detection in terms of their metrics.

In particular, we see that LSTM-AE achieves better RMSE,

MSE, and MAE scores. These results confirm that applied

LSTM networks with autoencoders are a promising approach

for both anomaly detection and predictive maintenance. This

approach can be adopted in modern smart industries for

environmental protection, and it can be improved with careful

network architecture and choice of hyperparameters to achieve

better results.

TABLE II
PERFORMANCE METRICS COMPARISON

Forecasting metrics
Models RMSE MSE MAE
ARIMA 30.79 948.10 21.92
Prophet 50.70 2571.50 38.62

LSTM −AE 23.45 550.03 10.61

V. CONCLUSIONS

In this paper, the task of monitor and control a water

purification system based on an EIoT platform was performed

with the application of ML models with the aim to detect

anomalies in the inlet flow entering and on the plant operation,

in order to support decision making and speed up the whole

purification system. Three different statistical and ML models

have been applied with a subsequent comparison of them.

In particular, we proposed and compared ARIMA, Prophet

and LSTM-AE models to analyze failures and detect possible

anomalies in the plant. Thanks to the Gramb Meter connected

to the measuring PLCs installed in the plant, acquiring the

chemical and physical parameters, we used the real-time

dataset for testing both statistical and ML models. The

ARIMA statistical model weakly adapts to the observations of

the dataset, making it unsuitable for the detection of anomalies.

The recent Facebook model Prophet is able to capture

seasonality, with a weekly and daily trend in our dataset.

The resulting Prophet prediction components really reflect the

consumption habits of the households close to the plant area.

Although Prophet is able to detect anomalies outside the range

of regularity of operation, it cannot find some observations

such as zero-value given by the system not working or others

with values above the designed capacity limits of the system.

LSTM-AE model, with its composite architecture, outperforms

the first two models in terms of predictions and anomaly

detection. From the results in fact we have seen that proper

tuning of the hyperparameters of an LSTM-AE can lower

the errors by having a good understanding of the input data

and detect anomalies accurately, even not in the presence

of a high volume of data. We were able to design a good

LSTM-AE model, which confirm the superior performance in

terms of RMSE, MSE and MAE error if compared with the

other approaches. These results are encouraging, considering

the limited data available and the possibility to improve the

LSTM-AE approach with the addition of data and other

features. In fact, we are planning to collect an extension of

the dataset with a consequent multivariate analysis. Future

work regards the improvement of the model architecture with

the goal of reducing the error, compare it with other ML

approaches that also make use of ANN, and test it in the same

facility to verify the capabilities in monitoring and controlling

wastewater treatment processes.
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