
 
 

 
Abstract—The challenging task in educational institutions is to 

maximize the high performance of students and minimize the failure 
rate of poor-performing students. An effective method to leverage this 
task is to know student learning patterns with highly influencing 
factors and get an early prediction of student learning outcomes at the 
timely stage for setting up policies for improvement. Educational data 
mining (EDM) is an emerging disciplinary field of data mining, 
statistics, and machine learning concerned with extracting useful 
knowledge and information for the sake of improvement and 
development in the education environment. The study is of this work is 
to propose techniques in EDM and integrate it into a web-based system 
for predicting poor-performing students. A comparative study of 
prediction models is conducted. Subsequently, high performing 
models are developed to get higher performance. The hybrid random 
forest (Hybrid RF) produces the most successful classification. For the 
context of intervention and improving the learning outcomes, a feature 
selection method MICHI, which is the combination of mutual 
information (MI) and chi-square (CHI) algorithms based on the ranked 
feature scores, is introduced to select a dominant feature set that 
improves the performance of prediction and uses the obtained 
dominant set as information for intervention. By using the proposed 
techniques of EDM, an academic performance prediction system 
(APPS) is subsequently developed for educational stockholders to get 
an early prediction of student learning outcomes for timely 
intervention. Experimental outcomes and evaluation surveys report the 
effectiveness and usefulness of the developed system. The system is 
used to help educational stakeholders and related individuals for 
intervening and improving student performance. 

 
Keywords—Academic performance prediction system, prediction 

model, educational data mining, dominant factors, feature selection 
methods, student performance.  

I. INTRODUCTION 

DUCATION is considered as a key factor for the 
development and long-term economic growth of every 

country. The development of the developing countries relies 
mainly on the development of human resources in the education 
domain. The poor academic performance brings up with 
problem such as under education and lack of qualified human 
resources for the development of countries. This is why 
academic performance in educational institutions is important. 
Academic performance can be defined based on the score 
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obtained at the end of their learning activities. One of the 
primary goals of any educational system is to enrich the quality 
of education to increase the best results and decrease the failure 
rate of at-risk students. At-risk students such as those who are 
highly possible to fail, drop out, or repeat classes due to their 
poor performance have become the worried-tasks in 
educational institutions [1]. Prediction of academic 
performance is one of the first and foremost challenging tasks 
for improving academic performance since at-risk students can 
only be accurately identified early enough through performance 
prediction [2]. Therefore, early prediction systems have been 
considered to be a powerful tool for early identification of 
students who are at risk of failure, drop out, repeated classes, 
and other target learning behaviors [3]. 

 Several works have been conducting on predicting and 
evaluating academic performance. However, most of the study 
seems to be more available with higher education, while 
secondary education is considered as the background of higher 
education or carrier fields. To achieve effective methods of 
intervention and improving poor-performing students, an 
accurate prediction of their performance is required [4]. The 
main goal in educational institutions is to increase the passing 
rate and reduce the failure rate of students in their exams. 
Education institutions and the Ministry of Education oftentimes 
search for new strategies or policies to enhance educational 
performance. In the policy for the development of Cambodia, 
the Ministry of Education, Youth, and Sport (MoEYS, 
Cambodia) recently set out the strategies for the development 
of STEM (science, technology, engineering, and mathematics) 
fields and innovation to high school and university students [5]. 
Minister of MoEYS is trying to strengthen the education 
performance in high school by providing intervention before 
the final exam for improving student performance to increase 
the rate of passing the national exam (K-12), and enhancing 
student ability to respond to the STEM discipline and digital 
learning of innovation strategies. The new policies for 
developing the education system in Cambodia in terms of STI 
(science, technology, and innovation) are set out for 2020-2030 
[6]. In general, early prediction systems are prediction models 
used to prevent expected failure at an early stage. Early 
prediction of student performance has a high impact on in-time 
intervention, managerial setting, scheduling, and planning in 
education institutions.  

EDM is a disciplinary field of research utilizing data mining, 
machine learning, and statistics applied to uncover knowledge 
from data in educational environment [7]. Various managerial 
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settings, planning, and scheduling in educational settings need 
more advanced techniques in EDM to investigate student 
learning patterns and give a prediction, and give new insights 
for improving academic performance [8], [9]. Romero and 
Ventura published the first EDM literature survey concerning 
data mining techniques in education in 2007 [10], which were 
improved in 2010 [11]. Many works continuously search for 
more accurate and advanced methods to give an analysis of 
various aspects of academic performance. Fig. 1 provides the 
cycle of applying EDM methods in the educational 
environment. Supervised and unsupervised methods of EDM 
such as clustering, classification, regression, relationship 

mining, pattern mining, and text mining are utilized by various 
educational platforms such as traditional classroom, e-learning 
systems, adaptive and intelligent web-based educational 
systems [7]-[13]. In recent decades, the more availability of 
educational data grows due to more availability of record 
systems, databases, and technology. However, the existing data 
in various educational database and data that are possible to 
obtain are oftentimes unstructured, bigger, more complicated. 
This is why EDM plays an important role importantly to deal 
with these types of datasets and resolve problems in educational 
issues [11].  

 

 

Fig. 1 The cycle of applying data mining in EDM (adapted from [10]) 
 

Several studies [14]-[20] searched for effective methods to 
learn about students’ information and give feedback for 
enhancing their performance. The purpose of this work is thus 
to develop an effective prediction system based on a web-based 
application using prediction models in EDM. The motivation is 
to design an effective intelligent system that can give an early 
prediction of student performance in high school education. 
The study aims to identify the poor performance group of 
students, understand their learning patterns so that educational 
stakeholders such as teachers, policymakers, and the related 
individuals can use the prediction results to give 
recommendations for intervention and improvement of 
academic performance.  

Research Questions  

In the context of academic poor-performance, EDM is used 
for timely prediction for intervention and improvement. From 
the rise of the advancement of this discipline, we proposed an 
APPS modeling to develop a web-based prediction system for 
early predicting student performance. The academic prediction 
modeling in the study of this literature is carried out to answer 
the following questions:  

The modeling in this study is driven as the following 
research questions: 
(i) Question 1: How can we accurately detect student learning 

patterns or factors that highly affect their academic 
performance (feature selection)? 

(ii) Question 2: Is the proposed classifier or prediction models 
can generate the most successful results (the proposed 
EDM models)? 

(iii)  Question 3: What is the implication of the research? How 
can educational stakeholders utilize the proposed work (the 
designed APPS)? 

In education settings, it is a challenging task to obtain 
information and knowledge from educational data for 
improvement. The remainder of the paper is organized into 
three main sections. The Literature Review of Related Works 
section gives reviews of literature that using feature selection 
methods and prediction models in EDM and developing early 
warning systems in education using EDM. APPS Modeling 
Using the CRISP-DM Methodology section presents the 
CRISP-DM process proposed for academic performance 
prediction modeling. Experimental Results: Materials and 
Methods in Developing APPS section describes the materials, 
methods, experimental results. Model Deployment: Design and 
Implementation of the APPS discuss the design of APPS and it 
implementation and usefulness for educational stakeholders. In 
the final section, we draw the conclusion of our proposed work. 

II. LITERATURE REVIEW OF RELATED WORKS AND THE 

CURRENT STUDY 

A. Feature Selection Methods and Prediction Models Using 
EDM 

The first EDM literature survey was noticed in the work that 
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was produced in 2007 by Romeo and Ventura [10], which was 
then improved in 2010 [11]. Then many systematic literature 
reviews are conducted to view the effectiveness of prediction 
models and what has been done so far. Various EDM methods 
range from statistical methods, machine learning (ML), and 
deep learning (DL) has gained increasing interest in applying 
its merits to the educational environment [2], [3]. 

This section summarizes related work on using EDM 
methods to predict academic performance. We investigate a 
wide range of literature focusing on three main points: 
prediction models or classifiers, feature selection methods, and 
early prediction systems or APPS. Table I summarizes the 
literature of related work. 

 
TABLE I 

THE SUMMARY OF THE LITERATURE REVIEW OF RELATED WORK 
References Prediction Models or 

Classifiers 
Feature Selection 

Methods 
Data sets Key Findings 

Estrera et al. (2017) 
[14] 

DT, NB, and KNN CHI, IG, and GR Student information records DT algorithm combine with the FS 
produces the highest accuracy 

Dimic et al. (2017) 
[15] 

NB, AODE, DT, and SVM IG, SU, REF, CB, 
Wrapper, and MI 

Data from a blended learning 
environment 

Wrapper and MI generate the most success 
classification results 

Zaffar and Sativa 
(2018) [16] 

BN, NB, NBU, MLP, SL, SMO 
DT, OneR, PART, JRip, DS, 

J48, RF, RT, and RepT 

CB, CHI, 
Filtered, IG, PCA, 

and REF 

Dataset1 obtained learning management 
system (LMS), and Dataset2 collected 
from three different colleagues in India 

The overall results indicate that the FS 
methods improve the performance of 

prediction models 
Saa. et. al. (2019) 

[17] 
DT, ANN, RF, NB, LR, and 

GLM 
Information gain 

(IG) 
A dataset from high school records and 

university records 
RF produces the most successful 

classification result 
Hu et al. (2014) [18] CART and AdaBoost None Learning management system (LMS), 

an early warning system exists 
The early warning system successfully 

predict student performance 
Akcapina et al. 

(2019) [19] 
KNN None Computer Science course in a university 

and early warning system exists 
The prediction accurately predict the final 

week of student performance with an 
accuracy of 89% 

Lee and Chung 
(2020) [20] 

RF and DT None National Education Information System 
(NEIS) of South Korea and dropout 

early prediction system 

The dropout prediction system affecting 
prediction high school students utilizing 

data from the information system 
Sokkhey and 

Okazaki (2019) [30] 
SEM, LR, C5.0. RF, MLP, 

SVM, and DBN 
None Synthetics datasets are synthesized from 

benchmark datasets. 
RF produce the most successful result 

follow by C5.0 and SVM 
Sokkhey and 

Okazaki (2020) [31] 
SEM, LR, Boosted C5.0. 

Bagged CART, RF, KNN, 
MLP, SVM, and DBN 

IG, SU, CHI, and 
REF 

Dataset collected from many high 
schools in Cambodia 

RF, Boosted C5.0, Bagged CART, and 
KNN is the four best classifiers 

comparatively better than the rest models. 
Sokkhey and 

Okazaki (2020) [32] 
Hybrid RF, Hybrid C5.0, 

Hybrid NB, and Hybrid SVM 
None Dataset collected from many high 

schools in Cambodia and the other two 
synthetic datasets 

Hybrid RF and Hybrid C5.0 are the two best 
models 

Sokkhey and 
Okazaki (2020) [33] 

LVQ, MLP, DBN, and IDBN Information gain 
(IG) 

One real dataset and four synthetics 
datasets 

IDBN generates the most successful 
classification result. 

Classifier: DT: Decision tree, NB: Naïve Bayes, KNN: k-nearest neighbor, AODE: Aggregating one-dependence estimators, SVM: Support vector machine, 
BN; Bayesian network, NBU: Naïve Bayes updateable, MLP: Multilayer perceptron, SL: Simple logistic, SMO: Sequential minimal optimization, DS: Decision 
Stump, RT: Random tree, RepT; REP Tree, ANN: Artificial neural network, LR: Logistic regression, GLM: Generalized linear model, CART: Classification and 
regression tree, SEM: Structural equation modeling, LVQ: Learning vector quantization, DBN: Deep belief network, IDBN: Improved deep belief network 

Feature Selection: IG: Information gain, GR: Gain ratio, REF: Relief, SU: Symmetric Uncertainty, CB: Correlation-based, PCA: Principal component analysis. 
 

B. Current Study 

This study adopts the CRISP-DM methodology to develop 
prediction models and prediction systems to effectively predict 
student performance in high schools. Even though several 
works have been conducted for invesgating and predicting 
academic performance, a further study needs to be carried out 
to get more accurate prediction results with both better 
methodological contribution and applicability contribution. 
This work proposes a study of developing an APPS for timely- 
intervention to poor-performing students. 

III. APPS MODELING USING THE CRISP-DM METHODOLOGY 

The modeling in our study is conducted following the 
methodology stage in the Cross Standard Process for Data 
Mining (CRISP-DM) model [21]. As the name indicated, 
CRISP-DM is the standard process of data mining for 
extracting the information or knowledge in any business 
domain for new insight and fruitful results. The process 
consists of six main steps as shown in Fig. 2. 

 

 

Fig. 2 Outline of the CRISP-DM Model in EDM (adapted from [21]) 
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A. Business or Domain Understanding 

The prerequisite knowledge or understanding of the 
background of the domain is required in the first step. The 
problem can only be effectively solved with well understanding 
of the problem. Hence, by understanding the problem clearly, 
we then can convert it into a well-defined analytics problem 
and can carry out a brilliant strategy to solve it. In this study, 
understanding the domain, namely poor academic performance, 
was the initial stage of the EDM process. At this point the goal 
of the study was put into focus: to develop an intervention-level 
classifier model that predicts whether a student will require 
what levels of intervention to achieve passing marks in a high 
secondary school exit examination. Clearly, this is a 
classification problem; classification techniques of EDM were 
employed.  

B. Data Understanding 

The data understanding phase of the CRISP-DM framework 
focuses on collecting the data, describing and exploring the 
data. This step is to know what can be expected and achieved 
from the data. It checks the quality of the data, in several terms, 
such as data completeness, values distributions, data 
governance compliance. At this point, data usefulness in terms 
of meeting the desired goal is also confirmed. In the context of 
this step in this research, we observed all variables which are 
related and influenced to academic performance. The details 
are discussed in the next section. 

C. Data Preprocessing 

The best algorithm is useless unless your data are ready for 
the implementation. Coming up with features is difficult, time- 
consuming, and requires expert knowledge. Data preprocessing 
is an integral step data mining as the quality of data and the new 
insight can be obtained from it are highly influent on the 
performance of models. It is broadly known that there is no best 
model for poor quality data. Hence, data processing is an 
important step and a big part of data mining that contains 
several preprocessing tasks. Those main processing tasks 
include data cleaning, data transformation, feature encoding, 
data normalization, and feature engineering. 

D.  Data Mining or Modeling 

The selection of the modeling technique is the very first step 
to take. This step entails selecting the methods whether 
supervised or unsupervised learning (classification, regression, 
or clustering) on information or data in the business domain to 
obtain the new insight or wanted results. All the models are 
then assessed to make sure that they fall in line with the 
business initiatives. In this study, EDM models are used to 
predict student performance in high schools. Feature selection 
methods and prediction models are studied to get higher 
prediction results. The details are discussed in the next section. 

E. Model Evaluation 

Evaluation of the data mining model is an integral task of 
modeling to confirm the effectiveness of the proposed methods. 
Hence, this stage of the CRISP-DM refers to the evaluation of 
the models via the experimental results before deploying the 

models for final usage. Through review and evaluation of 
various methods of EDM, we have investigated many effective 
baseline models and developed those models to get higher or 
more successful classification results. To answer the objectives 
of the problem, the evaluation of data mining results should be 
reached. In the concept of data mining techniques, evaluation 
metrics are used to measure the performance of the used models. 
The details are discussed in the next section. 

F. Model Deployment 

This stage entails putting the discovered knowledge to use by 
incorporating it into a performance system. It could also 
involve just documenting the knowledge and passing it to the 
interested stakeholders. The aforementioned steps have been 
adopted in our study to generate a general research framework 
as discussed next. In this paper, we propose the developed 
EDM methods; it is subsequently integrated into the web-based 
application, named as the APPS. The development and 
implementation of the APPS are described in the last section. 
The design and implementation are mentioned in the next 
section. 

IV. MATERIALS AND METHODS 

A. Data Understanding 

The study focuses on evaluating the performance of students 
in secondary schools. To confirm the effectiveness of models 
and generalization of datasets, multiple datasets are utilized. 
The original/real dataset is obtained from many secondary 
schools in many provinces in Cambodia. Another dataset is a 
synthetic/artificial dataset that is synthesized from original 
datasets and many other educational benchmark datasets. The 
data consist of students’ personal information, domestic or 
home factors, student or individual factors, and school factors. 
The proposed academic prediction can help in predicting 
students’ final grades and performance levels so that the 
intervention can be implemented. The data were obtained using 
a questionnaire form. The questionnaire comprises 50 
questions covering student’s personal information, and the 
three main factors that affect students in the adolescent age as 
shown in Table II. Due to privacy, personal information is kept, 
and there are 43 input features to learning in this problem. The 
target of the modeling is the output or performance levels 
discretized based on the output score.  

B. Data Preprocessing 

Data preprocessing is considered as the most boring task, yet 
important in data mining modeling. In data science community, 
it is an important task in data engineering which is carried out 
by a group of people since it concerns various data operations. 
Each operation is important since the quality of data relies on 
these tasks and it highly affects the ability of the proposed 
models. The tasks require the basic knowledge of exploratory 
data analysis (EDA) and statistical knowledge to clean and 
modify to derive high-quality data. Hence, we use R 
programming language as a tool for data processing and data 
modeling due to its richness in statistical modeling and ML.  
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TABLE II 
THE PERFORMANCE METRICS ON ORIGINAL DATASET 

Factors ID Predictors (number of questions) Data types 

  Personal information (6)  

Domestic 

PEDU Parents’ educational levels (2) Nominal 

POCC Parents’ occupational status (2) Nominal 

PSES Parents’ socioeconomic levels (3) Ordinal 

PI Parents’ involvement (4) Ordinal 

PS Parenting styles (4) Ordinal 

DE Domestic environment (2) Ordinal 

Student 

SELD Self-disciplines (5) Ordinal 

SIM Students’ interest and motivation (4) Ordinal 

ANXI 
Students’ anxiety toward their classes 

and exams (3) 
Ordinal 

POSS Students’ possession materials (3) Nominal 

School 
 

CENV Class environment (1) Ordinal 

CU Curriculum (2) Nominal 

TMP Teaching methods and practices (4) Ordinal 

TAC Teachers’ attribute & characteristics (4) Ordinal 

RES Academic resource (3) Nominal 

C. Data Mining or Modeling: Feature Selection Methods 

Analysis of student’s information, their learning behavior, 
and factors affecting students’ academic performance is still a 
challenging task in educational institutes [22]. Many cognitive 
and non-cognitive factors affect the academic performance of 
children and adolescents. Several related domains weakly or 
highly influence on results and achievements of high school 
students. As dimensionality of domain expands, the number of 
features affects student performance increases. The analysis in 
this paper is to extract an optimal set of factors that are needed 
and sufficient to control the success of students and improve the 
prediction performance. The terminology that we defined for 
this optimal set is the dominant set. There are two main 
purposes for introducing an analysis of the dominant set in this 
study. The primary purpose is to enhance the quality of data 
with the analysis of the feature set. The high-quality data bring 
many advantages such as reducing computational cost, more 
understandable data, improve the performance of prediction 
models, and many more. The second purpose is to detect the 
student learning patterns and highly influencing factors that 
engage in students learning outcomes. By knowing their 
learning patterns and related factors, the right intervention and 
assistant can be implemented and adopted.  

This section summarizes the feature selection method 
utilized for selecting the dominant set. Feature selection (FS) is 
one of the crucial methods in unsupervised learning. As the 
name indicated, FS is used to select the optimal subset of 
features in the preprocessing step. There are several FS 
approaches, however, it falls into three main categories: filter, 
wrapper, and hybrid or embed methods [23]. Wrapper and 
hybrid methods are more advanced methods for FS, however, it 
is computationally expensive to use when the dimension is too 
high [24]. The filter-based method is more preferably used due 
to its simplicity, lower cost, and highly effective in many cases 
of applications. The filter-based FS algorithm works 
independently of classifiers and more scalable than the two 
previous methods [25]. These characteristics increase its 
popularity among many dimensional reduction methods. This 

study introduces a comparative study of four existing FS 
methods and a developed FS method on each proposed 
prediction model.  

1. Information Gain (IG) 

IG is a decision tree-based FS using entropy to split the level 
of importance of features. It is commonly used in many areas of 
application due to its simplicity and interpretability [15]-[17]. 
IG computes the relevance of an attribute or feature by splitting 
the training samples concerning the target or classes. The type 
of algorithm utilizes the entropy and information theory 
introduced by Shannon to rank the importance or level of 
relevance of feature set [24]. 

2. Symmetrical Uncertainty (SU) 

SU is a filter-based FS method that is widely used for 
selecting optimal subset in big data platforms [15]-[17]. Similar 
to the IG algorithm, SU works by determining the correlation of 
attributes to target variables or classes using entropy and 
information theory.  

3. Chi-Square (CHI) 

CHI has been widely used in many research works for 
selecting the features of discrete type [24]. Datasets with data 
types of integer and categorical (ordinal or nominal) require 
this type of method to measure its relevance and level of 
importance. It is known as one of one the famous statistical 
tests used in statistical analysis and ML. As the name indicated, 
the method utilizes the CHI test to rank the importance of 
features [25].  

4. Mutual Information (MI)  

Similar to IG and SU, MI uses the concept of information 
theory to calculate or measure the dependency between the 
input variable and the target variable [26]. While most of the FS 
methods can handle only a linear relationship between 
variables, MI is a symmetric measurement that extent its ability 
to handle non-linear relationships between two random 
variables. This increases the popularity of this algorithm.  

5. The Proposed FS Method (MICHI) 

IG, SU, and MI are the commonly used filter-based FS 
methods used in many applications. Algorithms utilize the 
concepts of MI and information theory to compute the 
relevance and level of importance of feature sets [26], [27]. MI 
computes the statistical dependence between two variables and 
is the name given to IG when applied to variable selection. CHI 
is considered as one of the robust FS methods when applying to 
categorical data [25]. From a literature study, MI and CHI are 
the two effective methods and best fit with our dataset, however, 
trusting on the combined feature is better than on a single 
algorithm. To accomplish this, we proposed a method to 
combine these two FS method based on feature rank score.  

The algorithm is called MICHI which is named based on the 
combination of MI and CHI algorithms using their vector 
scores. However, different algorithms utilized different 
concepts in different processes and result in different scales of 
feature score. Hence, first of all, we normalize the scores of the 
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MI and CHI using (1): 
 

      i min i min

max min max min

MI - MI CHI - CHI
MI = , CHI =

MI - MI CHI - CHI
                 (1) 

 
Secondly, we combine the normalized score as a vector that 

contains information on both MI and CHI algorithms. The 
vector of the combined score is indicated in (2): 

 

                             
MI

MICHI =
CHI

 
  
 

                                               (2) 

 
The vector is used to rearrange the new feature score from 

MI and CHI scores accordingly by computing the Euclidean 
norm of vector as in (3): 

 

                             2 2

ii i|MICHI | = MI + CHI                               (3) 

 
This means that the score of a feature in the CHIMI 

algorithm contains the vector of scores that are generated by the 
CHI and MI algorithms. The new feature rearranges the order 
of importance of feature, feature with bigger value of 
| |iMICHI  will be ranked higher. Unlike other previous 

methods of combining scores from different techniques such as 
“AND” and “OR”, our approach gives a true metric on the 
space for score vector [28]. Some experimental results in earlier 
works reported a minor improvement or no improvement in 
classification performance when more than three FS methods 
were combined [29]. This method conducts a mathematical 
structure for detecting the vector space of combined scores.  

The normalization of CHI and MI scores is to introduce a 
rank of input features based on the computed scores. This 
method may place the input features within their true rank and 
improves the higher possibility of certain significant features to 
being identified for selecting the dominant feature set. 

D. Data Mining or Modeling: Classification Algorithms 

Various EDM methods obtained from the literature review in 
[14]-[20] were considered. The comparative study of prediction 
models on predicting student performance was conducted in 
[30]. The improvement version of the comparative study was 
conducted in [31]. The experimental results of both works 
indicated that k-nearest neighbor (KNN), C5.0 of decision tree, 
and RF are the optimal classifiers. The models were further 
developed in our earlier works [32], [33]. The analysis in this 
study is adopted using four classifiers: 

1. K-Nearest Neighbor (KNN) 

KNN is one among the effective methods using in predicting 
academic performance. In [31], KNN is in the top four 
prediction models that generate high classification results and 
can be alternatively used instead of other optimal classifiers. 
However, the classification in KNN is sensitive with quality of 
data. Its classification ability is highly affected by the quality of 
the training data. Noisy and irrelevant features, as well as 
outliers and overlaps between data regions of different classes, 

lead to less accurate classification.  

2. Hybrid C5.0 and Hybrid RF  

Hybrid C5.0 and Hybrid RF are developed models studied in 
our earlier work [32]. The study proposed the development of 
the optimal models obtained in the earlier studies [30], [31]. 
Four baseline models: support vector machine (SVM), the 
tree-based C5.0, RF, and the naïve Bayes (NB) were proposed. 
We combined these four models with the principal component 
analysis (PCA) and validated the models with k-fold cross 
validation of cross validation technique. 

3. Improved Deep Belief Network (IDBN) 

The IDBN is the optimization version of deep belief network 
(DBN) model. In our previous work, we gave a study of an 
optimization approach of DBN concerning (i) FS method, (ii) 
optimization of hyper-parameter, and (ii) regularization method 
[33]. The proposed IDBN successfully achieves the high 
prediction performance when applying with larger datasets. 

E. Model Evaluation Metrics 

As mentioned in the CRISP-DM process, the data mining 
model needs to be reviewed and evaluated before the final 
deployment of the models. In this study, we utilized two 
standard model evaluation metrics. These two metrics or 
measurements are Accuracy and Root Mean Square Error.  

 
TABLE III 

GRAPHICAL OF CONFUSION MATRIX 

  
Predicted Classes 

HR MR LR NR 

Actual 
Classes 

HR 1TP  12E  13E  14E  

MR 21E  2TP  23E  24E  

LR 31E  32E  3TP  34E  

NR 41E  42E  43E  4TP  

 

Accuracy (ACC) is the leading metric in classification 
problems used for evaluating the rate or percentage of correct 
prediction. In Table III, we denote TP as the number of correct 
predictions and denote E as the error or incorrect predictions. 
Hence, the value of ACC can be calculated by using (4). 

 

i

i ij

TPCorrectly predicted values
ACC = 

Total values TP E





 
     (4) 

 
The target in this classification is the performance levels of 

students categorized orderly based on the final score. Root 
mean squared error (RMSE) is utilized to predict prediction 
error in predicting student performance levels. The levels of 
student performance are categorized into four levels: high risk 
(HR) that need high intervention, medium risk (MR) need 
medium intervention, low risk (LR) that need less requirement 
of intervention, and no risk (NR) that no need intervention. It is 
represented by 1, 2, 3, and 4, respectively. Using a confusion 
matrix in Table II, RMSE can be computed using (5): 
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                    2

1

1
RMSE ( )

n
a p
i i

i

y y
n 

                                     (5) 

 

where {1, 2,3, 4}ay   is the actual performance level and 

{1, 2,3, 4}py   is the predicted performance level.  

V. EXPERIMENTAL RESULTS OF PREDICTION MODELS 

This section reported the performance evaluation of FS 
methods with optimal models. We executed the proposed 
optimal classifiers using subsets that were obtained from each 
FS method. The framework of the study is illustrated in Fig. 3. 

 

 

Fig. 3 Flowchart for the experiment in this study 
 

The experiment was carried out with two phases. The first 
experiment was executed with the dataset ADS comprised of 
1204 samples. The second experiment was with dataset GDS4 
comprising 10000 samples. The second experiment was carried 
out with the context of a larger dataset to confirm the 
performance of IDBN and other proposed models. The 
experiment was made a minimal subset of 5 features to a fully 
selected set to extract the dominant set. To evaluate and 
compare the performance of prediction models, ACC and 
RMSE are measured. Recall that the higher value of ACC, the 
better model is. In contrast to ACC, the smaller value of RMSE, 
the better model is. 

A. Experimental Results with ADS  

This section gives a comparative result of the four proposed 
classifiers on the feature set of each FS method with dataset 
ADS (1204 samples). Table IV illustrates the experimental 
results of the ACC and RMSE using the original/full dataset. 
Tables V-IX show the performance of the classifiers on subsets 
selected by five FS methods: IG, SU, CHI, MI, and the MICHI. 
The dominant set of each FS algorithm is observed and analysis 
is determined and compared. 

 
TABLE IV 

THE PERFORMANCE METRICS ON ORIGINAL DATASET 

Proposed Models KNN Hybrid C5.0 Hybrid RF IDBN 

ACC (%) 94.95 99.25 99.72 83.14 

RMSE 0.261 0.073 0.041 0.759 

 
TABLE V 

PERFORMANCE METRICS USING SUBSETS FROM IG (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.35 0.257 5 97.35 0.163 

Hybrid C5.0 99.81 0.049 28 99.85 0.045 

Hybrid RF 99.89 0.033 28 99.89 0.033 

IDBN 86.55 0.571 28 86.55 0.571 

The results presented in Table III demonstrate the 
performance of the four classifiers using datasets from IG FS. 
The performance of Hybrid C5.0 and Hybrid RF are 
comparatively better than other models. 

 
TABLE VI 

PERFORMANCE METRICS USING SUBSETS FROM SU (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.35 0.257 5 97.33 0.164 

Hybrid C5.0 99.81 0.049 28 99.85 0.045 

Hybrid RF 99.89 0.033 28 99.87 0.033 

IDBN 86.55 0.571 28 86.54 0.575 

 
TABLE VII 

PERFORMANCE METRICS USING SUBSETS FROM CHI (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.43 0.249 6 98.35 0.163 

Hybrid C5.0 99.85 0.041 29 99.85 0.041 

Hybrid RF 99.95 0.015 29 99.95 0.015 

IDBN 86.67 0.563 29 86.67 0.563 

 
TABLE VIII 

PERFORMANCE METRICS USING SUBSETS FROM MI (32 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.68 0.241 7 98.94 0.077 

Hybrid C5.0 99.89 0.035 32 99.89 0.035 

Hybrid RF 99.97 0.012 32 99.97 0.012 

IDBN 87.01 0.545 32 87.01 0.545 

 

The results presented in Tables V and VI demonstrate the 
performance of the four classifiers using datasets from IG and 
SU algorithms. The performance of the two methods produces 
similar results. In both selected sets and dominant sets, Hybrid 
C5.0 and Hybrid RF are the two best models that 
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outperformance the results for both RMSE and ACC.  
 

TABLE IX 
PERFORMANCE METRICS USING SUBSETS FROM MICHI (32 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 96.25 0.179 6 99.62 0.063 

Hybrid C5.0 99.90 0.033 31 99.90 0.033 

Hybrid RF 99.97 0.012 31 99.98 0.011 

IDBN 87.11 0.542 31 87.32 0.534 

 

Table VII indicates the performance of the four classifiers on 
feature sets selected by the CHI algorithm. The performance of 
the KNN is significantly improved when using feature subset 
ranked by the CHI comparing to IG and SU. Hybrid RF stands 
out the other models and is followed by Hybrid C5.0. The 
dominant set of these two models are its full selected set.  

Table VIII presents the experimental results of ACC and 
RMSE on feature subsets selected by the MI algorithm. The 
KNN generates the best result with the small feature set of the 
best 7 features. The dominant sets of Hybrid C5.0, Hybrid RF, 
and IDBN are their full selected set. Hybrid RF is still the best 
classifier in this classification problem when using MI’s 
dataset. 

The performance of four classifiers on the proposed FS 
method is illustrated in Table IX. KNN produces a higher result 
in the dominant set selected by MICHI comparing the other FS 
methods. The feature set rearranged by MICHI improves the 
performance of Hybrid C5.0, Hybrid RF, and IDBN. Hybrid RF 
stands out the rest models with respect to both ACC and RMSE.  

B. Experimental Results with GDS4 

This section gives a comparative result of the four proposed 
classifiers on the feature set of each FS method with dataset 
GDS4 (10000 samples). Table X indicates the experimental 
results of the proposed classifiers with the original dataset. 
Tables XI-XV present the results of the four classifiers on 
feature subsets selected by IG, SU, CHI, MI, and MICHI, 
respectively. The dominant set is found by searching from the 
subsets of selected that produce equal or better classification 
results. The analysis of the combination of the FS method and 
classifiers are studied and compared for confirming the best 
classifier in our prediction problem. 

 
TABLE X 

THE PERFORMANCE METRICS ON ORIGINAL DATASET 

Proposed Models KNN Hybrid C5.0 Hybrid RF IDBN 

ACC (%) 95.12 98.55 98.88 97.01 

RMSE 0.193 0.163 0.161 0.195 

 
TABLE XI 

PERFORMANCE METRICS USING SUBSETS FROM IG (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.50 0.257 5 98.30 0.122 

Hybrid C5.0 99.61 0.059 28 99.65 0.055 

Hybrid RF 99.73 0.052 28 99.79 0.049 

IDBN 99.65 0.052 28 99.67 0.050 

 
 

TABLE XII 
PERFORMANCE METRICS USING SUBSETS FROM SU (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.50 0.257 5 98.25 0.129 

Hybrid C5.0 99.61 0.059 28 99.63 0.057 

Hybrid RF 99.73 0.052 28 99.75 0.050 

IDBN 99.65 0.052 28 99.67 0.050 

 
TABLE XIII 

PERFORMANCE METRICS USING SUBSETS FROM CHI (29 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.51 0.262 6 98.95 0.089 

Hybrid C5.0 99.71 0.047 29 99.71 0.047 

Hybrid RF 99.82 0.047 29 99.82 0.047 

IDBN 99.77 0.047 29 99.77 0.047 

 
TABLE XIV 

PERFORMANCE METRICS USING SUBSETS FROM MI (32 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 95.65 0.243 7 99.52 0.062 

Hybrid C5.0 99.75 0.045 32 99.75 0.045 

Hybrid RF 99.84 0.045 32 99.84 0.045 

IDBN 99.81 0.045 32 99.81 0.045 

 
TABLE XV 

PERFORMANCE METRICS USING SUBSETS FROM MICHI (32 FEATURES) 

Models 
Selected set Dominant set 

ACC RMSE N ACC RMSE 

KNN 96.35 0.175 6 99.67 0.059 

Hybrid C5.0 99.75 0.045 31 99.75 0.045 

Hybrid RF 99.85 0.043 31 99.85 0.043 

IDBN 99.83 0.044 31 99.83 0.044 

 

Table X indicates that the experiment of Hybrid RF and 
Hybrid C5.0 with the original dataset gives the best results. The 
two developed tree-based models generate the highest ACC 
and lowest RMSE. 

The results presented in Tables XI and XII demonstrate the 
performance of the four classifiers using datasets from IG and 
SU algorithms. The two algorithms in dataset GDS4 produce 
similar results. The performance of the two methods produces 
similar results. In both selected sets and dominant sets, Hybrid 
C5.0 and Hybrid RF are the two best models that generated the 
optimal results concerning both RMSE and ACC.  

Table XIII presents the performance of the four models on 
the set selected by the CHI methods. The performance of KNN 
is confirmed to be improved when applying the dominant sets 
containing the best 6 features. Hybrid RF and IDBN produces 
are found to produce the most classification result. The 
dominant set of CHI algorithm significantly improves the 
performance of proposed models.  

Table XIV presents the experimental results of ACC and 
RMSE on feature subsets selected by the MI algorithm. Hybrid 
RF and IDBN outperform the other models when using the 
selected set. However, the performance of the IDBN and 
Hybrid C5.0 are comparatively improved when considering the 
dominant sets.  
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Table XV demonstrates the performance of the proposed 
classifiers with the input feature subsets from the proposed 
MICHI method. The performance is significantly improved 
when using the dominant sets. Hybrid RF and IDBN are 
comparatively better than other models.  

C. Summary and Discussion 

This study aims to boost up the performance of the proposed 
classifiers to reach the most classification results. Hence, the 
optimal models are then combined with dominant sets, which is 
believed to significantly improve the performance of prediction 
models and selected the highly influencing factors in academic 
performance.  

From Tables IV-XV, we can compare the performance of 
KNN, Hybrid C50, Hybrid RF, and IDBN on dominant sets of 

IG, SU, CHI, MI, and CHIMI methods. Figs. 4 and 5 
summarize the value of ACC and RMSE of each classifier on 
each FS method on data ADS and GDS4, respectively. 

Fig. 4 represents the values of ACC and RMSE of the four 
classifiers with the five FS methods using the ADS dataset. 
Concerning prediction models, Hybrid C5.0 and Hybrid RF are 
comparatively better than the other two models. Regarding the 
FS methods, the performance of IG and SU methods are not 
statistically different. The performance of CHI and MI methods 
stands out the performance of IG and SU. The figure reports 
that the proposed CHIMI successfully improves the 
performance of the four prediction models and standout the 
performance of the four FS methods. 

 

 

Fig. 4 ACC and RMSE comparison using ADS dataset 
 

 

Fig. 5 ACC and RMSE comparison using GDS4 datasets

Fig. 5 graphically demonstrates the performance of the four 
classifiers with five FS methods using the GDS4 dataset. In the 
context of a larger dataset, the performance of IDBN is 
significantly improved. The performance of IDBN and Hybrid 
are not statistically different and the two models stands out the 
performance of Hybrid C5.0 and KNN. The proposed CHIMI 
plays its role as the best FS method in selecting the dominant 
factors for improving the performance of the prediction models. 
Hence, the experimental results indicate that Hybrid RF is the 
best prediction model in this prediction. The model achieves 
the most successful classification results. However, in the 
context of a larger dataset, the proposed IDBN can be 

alternatively used as an optimal model in predicting academic 
performance. 

VI. MODEL DEPLOYMENT: DESIGN AND IMPLEMENTATION OF 

THE APPS 

The final step of the CRISP-DM model is the deployment of 
the model. The proposed models in the previous section are 
integrated into a system for predicting student performance. To 
answer our last research question regarding the applicability 
contribution or implication of our study, we design a web-based 
application for educational stakeholders for predicting student 
performance. Since our experiment was carried out in the R 
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language, we design the web application using a Shiny App. 
Shiny App is a web application developed by Shiny package, 
Shiny dashboard package, and some other related packages. 
The packages contained the concepts and the built-in 
framework of HTML, CSS, and JavaScript.  

The basic architecture of our APPS is indicated in Fig. 6. 
Educational stakeholders can access our given web-based 

application from their individual workplace via the internet. 
The first section in the user interface (UI) is the introductory 
part about the background of the study, Mind map, student 
performance levels, and a sample of descriptive statistics of 
educational data using in our prediction. The prototype of the 
UI of the APPS is shown in Fig. 7. 

 

 

Fig. 6 APPS architecture 
 

 

Fig. 7 A prototype of the Introduce interface of the APPS 
 

The prototype illustrated in Fig. 8 presents the operation flow 
of the process in achieving the final result of academic 
prediction. The flow chart gives introductory details of each 
step in using this APPS. Once, educational stakeholders get 
access to the system, they can see the introduction part and link 
that can assess an existing questionnaire. The questionnaire was 
designed properly using Google form. They subsequently can 
share it with their students to fill in and get back in the 

predefined deadline since it takes only a few minutes to 
complete. Educational stakeholders finally can get the data in 
the right format and input into the system (File Upload button).  

The statistics of students learning patterns and informative 
features are interactively displayed in Fig. 9. Teachers and 
policymakers can view the data to understand their students’ 
learning patterns, related factors that highly affect their students’ 
learning outcomes. Accurate prediction results are stored in Fig. 
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10. At the bottom of the interface shown in Fig. 10, there is a 
button where users can download these results and save these 

data in the CSV format for further usage. 
 

 

 

Fig. 8 Operation flowchart to instruct users of the overall process to get prediction results 
 

 

Fig. 9 Summary of the dominant factors and ranking the highly influencing factors 
 

A. The Deployment of the APPS 

The APPS is a web-based application that can be easily 
shared or distributed to users. The users have two options to get 
this application to use. The system is distributed in a web page 
or browser stored in the Shinyapp.io. By clicking on the given 
link, educational stakeholders can get the application in a web 
browser. This is the most commonly used method since users 
can use their knowledge in a programming language. They can 
navigate to the APPS from their individual workplace via the 
internet in any web browser. Additionally, if the users have 
knowledge in using programming languages and web 

development, they access to the GitHub via the given link to get 
R scripts. From this option, they can modify the interface of the 
APPS or model coding as they wish.  

B. The System Evaluation 

To evaluate the performance of the designed APPS, we 
designed a subjective questionnaire for educational 
stakeholders to evaluate the properties and characteristics of the 
data. The questionnaire consists of ten questions describe ten 
characteristics of the APPS: useful, motivating, user-friendly, 
relevant, reliable, efficient, organized, time cost, adaptable, and 
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sophisticated [34]. For giving opinion or evaluation, the 
question of a 5-point Likert scale type is designed. The possible 
answer is the ordinal numbers 1, 2, 3, 4, and 5, which represent 
strongly disagree, disagree, neutral, agree, and strongly agree, 
respectively. The survey consists of 67 participants including 

57 high school students and 10 high school teachers. The 
outcome of the survey is summarized in Table XVI. When 
writing 11 (1) mean 11 students and 1 teacher agree with the 
given statement. 

 

 

Fig. 10 Prediction results identifying the at-risk levels of poor-performing students 
 

TABLE XVI 
SURVEY RESULTS FOR REVALUATING ACADEMIC PREDICTION SYSTEMS (ADAPTED FROM [34]) 

Statement Description 5-point Likert Scale 

1 2 2 4 5 

Useful The system has helped student/instructor 0(0) 0(0) 11(1) 31(6) 15(3) 

Motivating it is interesting to see that the system can give a feedback response for educators of the challenges the 
students face that affect their learning outcomes 

0(0) 0(0) 12(1) 37(5) 10(4) 

User-friendly The interface is easy to use 0(0) 0(0) 4(2) 52(3) 1(5) 

Relevant It’s easy to find the information I need 0(0) 0(0) 17(3) 35(5) 15(2) 

Reliable I feel comfortable using the system 0(0) 0(0) 15(3) 35(4) 7(3) 

Efficient It produces results immediately after feeding in the information, and results are given correctly, easily and 
fast. 

0(0) 0(0) 11(1) 31(6) 15(3) 

Organized It’s easy to learn its use, the interface is simple and well structure. 0(0) 0(0) 14(3) 31(5) 12(2) 

Time cost The data can be obtained anytime and fast with the questionnaire in Google form and results of prediction 
can obtain immediately after data collection 

0(0) 0(0) 5(1) 39(4) 13(5) 

Adaptable Student's weakness is known so that the right intervention can be put in place 0(0) 0(0) 6(2) 44(4) 7(4) 

Sophisticated This is innovative technology in educational system 0(0) 0(0) 5(0) 46(6) 6(4) 

 
63% of participants are male (83% are students and 17% are 

teachers) and 37% are female (88% are students and 12% are 
teachers). The analysis gives the positive opinion on the 
system. Most of the participants reply positively (agree and 
strongly agree) on the characteristics of the APPS. The survey 
result reported that 82.08% of the participants agree that the 
system is useful (55.22% agree, 26.86% strongly agree),  
83.58% supported that the APPS is motivating (62.68% agree, 
20.89% strongly agree), 91.04% stated that the interface of the 
system is friendly (82.08%agree, 8.95% strongly agree),  
85.07% agreed that the information show in the system is 
relevant (58.20% agree, 14.92% strongly agree), and 73.13% of 
participants believed that the system is reliable (62.68% agree, 

20.89% strongly agree). In addition, 82.08% appreciated with 
efficient of the APPS (55.12% agree, 26.86% strongly agree), 
74.62% stated that the system was well-organized (58.78% 
agree, 20.89% strongly agree), 91.04% reported about that 
speed (time cost) of the system was fast (64.17% agree, 26.86% 
strongly agree). Among that, 88.05% of support about the 
adaptability of the system (62.68% agree, 20.89% strongly 
agree), and 92.58% admired about the sophistication of the 
system (77.61% agree, 14.92% strongly agree). The analysis of 
evaluation is shown in Fig. 11. The overall results conclude the 
effectiveness and usefulness of the system. 
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Fig. 11 Users feedback rating the characteristics of the APPS 
 

VII. CONCLUSION 

This work aimed to develop more accurate prediction models 
of EDM and their implication by designing a web-based 
academic prediction system for educational stakeholders. The 
study proposed the hybrid ML model and optimization of deep 
belief networks. Hybrid RF and the improved deep belief 
network (IDBN) generate the most accurate prediction. 
Simultaneously, we developed an FS method, MICHI, to 
improve the performance of the classifiers and select the 
dominant factors for academic performance prediction.  

The developed prediction models are integrated in a 
designed web-based application, called APPS. The system is 
designed for educational stakeholders and related individuals to 
give prediction of their students at the early stage for 
intervention.  

Our findings confirm the effectiveness of the prediction 
model and the usability of the APPS. The developed APPS is 
reported to be useful for educational stakeholders and related 
individual to accurately predict their students performance. The 
system also gives the details of students learning patterns and 
highly influencing factors. Hence, teachers and related 
individuals can adapt their learning methodlogy, set up the right 
intervention and policy to improve academic performance.  
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