
 

 

 
Abstract—Recent development of AI and edge computing plays a 

critical role to capture meaningful events such as detection of an 
unattended bag. One of the core problems is re-identification across 
multiple CCTVs. Immediately following the detection of a meaningful 
event is to track and trace the objects related to the event. In an 
extensive environment, the challenge becomes severe when the 
number of CCTVs increases substantially, imposing difficulties in 
achieving high accuracy while maintaining real-time performance. 
The algorithm that re-identifies cross-boundary objects for extensive 
tracking is referred to Extensive Re-Identification, which emphasizes 
the issues related to the complexity behind a great number of CCTVs. 
The Spatial-Temporal Awareness approach challenges the 
conventional thinking and concept of operations which is labor 
intensive and time consuming. The ability to perform Extensive 
Re-Identification through a multi-sensory network provides the 
next-level insights – creating value beyond traditional risk 
management. 
 

Keywords—long-short-term memory, re-identification, security 
critical application, spatial-temporal awareness. 

I. INTRODUCTION 

N today’s security industry, data generated by CCTV, IoT 
sensors or social media are the important elements for many 

security-critical applications. Recent development of AI and 
edge computing plays a critical role to capture single-sourced 
sensory events (e.g., detecting an unattended suitcase with a 
CCTV), which, nevertheless, tell partial and probably 
imprecise information, rather than the whole truth. Putting 
together multiple streams of events for cross examination is the 
way to detect and figure out what actually happened on the 
field.  

One of the key issues immediately following the detection of 
a meaningful event is to track and trace the moving objects 
related to the event in a vast area. The problem is referred to as 
extensive tracking, to differ from the traditional tracking 
problem that associates an object from one frame to another in 
one single CCTV. The algorithm that re-identifies cross- 
boundary objects in extensive tracking problem is referred to 
extensive re-identification, which emphasizes the issues related 
to the complexity behind a great number of CCTVs. The goal of 
extensive tracking is to project the trajectory of every object 
moving within a surveillance area in an accurate and efficient 
way. 

As an industrial practitioner, we have developed a bionic 
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brain framework to capture sensory events and reconstruct the 
pictures of what happened and when/where in an immense and 
persistent memory space. The framework contains five levels, 
as shown in Fig. 1: 
 (L1) perception to capture sensory events such as object 

detection and tracking,  
 (L2) attention to detect complex events and perform 

re-identification with transient memory, 
 (L3) working memory for spatial-temporal awareness, 

which functions as a mind map to show relationships 
among pieces of the whole in time and in space, 

 (L4) long-term memory system 1 (fast thinking) for 
prediction, and 

 (L5) long-term memory system 2 (slow thinking) for 
reasoning. 

For extensive re-identification, the challenge becomes severe 
when the number of CCTVs increases substantially, imposing 
difficulties in achieving high accuracy while maintaining real- 
time performance. A real-world example is to monitor 
thousands of passengers passing under hundreds of CCTVs 
during rush hours in a bus station. In such an extensive 
environment, the key issue leading to inaccuracy is the large 
number of candidates to be screened by feature comparison. In 
addition to feature-based re-identification model, this study 
employs spatial-temporal relations to narrow down the 
potential candidates in two ways: (1) by the exclusion principle 
where two distinct persons cannot show up in the same location 
at the same time, and (2) by projected movement with 
probability of persons showing up from the neighbor view 
areas. Once candidates are screened out, the feature-based 
model is applied for identification. 

Part of this study is to conduct a proof-of-concept (POC) 
demonstration using extensive re-identification to solve the 
problem of unattended suitcase detection in a public place. The 
POC answers three questions: (1) what happened and when/ 
where, (2) who dropped the suitcase and (3) where is the person 
now and next.  

II. RELATED WORK 

Object re-identification is a challenge task which requires 
matching objects across disjoint cameras views at different 
times and locations. This technique has been widely applied on 
person [1]-[3] and vehicles [4], [5] for the purpose of public 
safety monitoring and business data analysis. 

Person re-identification commonly uses appearance features, 
determined by clothes or accessories, extracting color, texture 
or shape to describe an individual’s identities [6]-[8]. However, 
the accuracy of person re-id is influenced by various factors, 
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such as camera properties [9], complex background and 
lighting [10] and individual pose changes [11]. Wojke et al. 
[12] have improved the original SORT algorithm [13] with 

deep appearance descriptor to track objects throughout longer 
period and reduce the number of identify switches. 

 

 

Fig. 1 Bionic Brain Framework 
 

 

Fig. 2 CCTV View Areas and Blind Areas 
 

III. BACKGROUND AND ASSUMPTION 

We assume a large number of CCTVs over a vast public area 
and numerous moving objects such as persons passing through 
the area, where all moving objects are anonymous (i.e., without 
personal ID). A bionic computing system (referred to as the 
bionic brain) is designed to track every moving object within 
the area, starting with the first appearance of an object captured 
by a CCTV and ending with the last appearance of the object. 
The area that a CCTV can “see” is referred to as a view area, 
where two view areas may overlap in portion. The area not 
viewed by any CCTV is referred to a blind area. With proper 
CCTV calibration and positioning, the world coordinates (i.e., 
latitude/longitude) for every pixel in a frame captured by a 
CCTV can be calculated and derived. A simple example of 
public area with four CCTVs (therefore four view areas) is 
shown in Fig. 2, where two blind areas are not covered by the 
CCTVs. The space where no people can enter or pass through is 
labeled as “block”. 

While a moving object disappears into a blind area, the 
bionic brain strives to project the possible trajectories inside the 
area in order to keep track of the object movement throughout 

the vast space. The space is gridded into a finite set of 
rectangular cells (latitude/longitude rounded up to the nth 
decimal place), identified as geohashes, a convenient way of 
expressing locations (anywhere in the world) using a short 
alphanumeric string, with greater precision obtained with 
longer strings. For a blind area, the set of geohashes that are 
parts of or adjacent to a view area are referred to as margin cells 
of the blind area. 

To achieve real-time performance, the bionic brain adopts a 
scalable architecture for extensive tracking, as shown in Fig. 3. 

 

 

Fig. 3 Scalable Architecture 
 

L1 includes a set of GPU-powered edge devices to perform 
object detection such as Yolo [15], followed by a local tracking 
algorithm and feature extraction. L2 runs on a cluster of fog/ 
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cloud computers to perform complex event detection and re- 
identification. L3 is a cloud computing subsystem to retain and 
trace the trails of all objects in a huge spatial-temporal database, 
that is, the mind map of the bionic brain. 

Three levels of algorithms developed for extensive tracking 
are shown in Fig. 4, each of which is for L1, L2 or L3, 
respectively. 
 

 

Fig. 4 Extensive Tracking Algorithms 
 

L1 tracking algorithm is designed for tracking objects within 
one CCTV, while L2 re-identification algorithm is for tracking 
moving objects across CCTVs. L3 tracing algorithm is 
designed to reason out and construct a traceable graph by 
connecting the paths built in L2. 

Although it takes all three levels of algorithms to work for a 
real-world track-and-trace application, the key issue we address 
in this paper is the one in L2, where, when an object shows up 
in a view area for the first time, the bionic brain attempts to 
figure out which CCTV view area it came from and its 
trajectory passing in that CCTV view area. A combination of 
feature-based model and spatial-temporal computing model is 
adopted for L2. For the first one, we adopt Re-Identification 
Network [14], a learning-based model with 2048 dimensions of 
human appearance features. The spatial-temporal model is 

designed to address the issues that only arise from the large- 
scale re-identification problem, aiming to significantly reduce 
the numbers of candidate objects for feature matching.  

IV. EXTENSIVE TRACKING 

The re-identification algorithm shown in Fig. 4 is further 
divided into two parts, one for overlapped view areas and the 
other for non-overlapped view areas. The algorithm designed 
for overlapped view areas is referred to as geo-location join and 
the second one is referred to as re-identification (by features). 
Together with the tracking algorithm such as Deep Sort [12], 
the bionic brain delivers a reliable and accurate solution to 
cover different situations in extensive tracking as shown in Fig. 
5. 

 

 

Fig. 5 Tracking and Re-Identification 

A. Geo-Location Join for Overlapped View Areas  

For the situation of overlapped view areas, geo-location join 
algorithm associates one object viewed by one CCTV with 
another according to the exclusion principle, which states that 
two distinct persons cannot show up at the same location in the 
same time, and therefore two instances with the same 
geohashes can be considered as the same person. 

 

 

Fig. 6 Geo-Location Join (Overlapped) 
 

Fig. 6 shows one person walking from one view area into the 
overlapped portion, where the person is captured by two 
CCTVs, both with identical coordinates (geohashes). The 
bionic brain treats these two instances as the same person and 
merges two into one. 

B. Re-Identification for Non-Overlapped View Areas  

In a situation with a person showing up from a bind area, the 

algorithm projects the movement of persons coming from the 
view areas adjacent to the blind area. Once candidate persons 
are narrowed down, the feature-based model is applied to re- 
identify the person (i.e., find out from which view area the 
person comes.) 

Fig. 7 shows a public space crowded with pedestrians, where, 
for the sake of example, two persons are walking through a 
blind area. Once a person W shows up in the upper-left view 
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area, the system first looks for potential candidates in a shared 
memory system, which retains records for every pedestrian 
seen in the past 30 seconds. The size of the initial set of 
candidates is potentially large. The system then applies a 
spatial-temporal awareness model, called Blind Area Model 
(stated in the next section) to substantially narrow down the 
potential candidates to a very limited set, saying two in this 
example. By comparing against the two candidates with feature 
matching, the system learns the one in the upper-right view area 
showing a higher confidence level than the other one (in the 
lower-right area) and considers it as the “predecessor” of W. 
For a few seconds later, a person J shows up in the lower-left 
view area, the system again screens and narrows down the 
potential candidates and re-identifies the one who came from 
the lower-right view area. At this moment, the bionic brain 

demonstrates a successful tracking task. 

C. Re-Identification Anomalous Conditions  

For the sake of discussion, while tracing the upper-left 
appearance, the previous example in Fig. 7 turns out to be the 
lower-right one with a higher confidence level. It leads to an 
anomalous situation where both W and J are determined from 
the lower-right view area. The phenomenon is referred to as a 
split for tracking. When a split condition occurs, the bionic 
brain treats both (W and J) as the “suspects” for the person to be 
tracked. The only way to determine the real one is by L3 tracing 
algorithm, which uses long-term historical data and re- 
examination with additional information or with the help of 
human. 

 

 

Fig. 7 Re-Identification (Non-Overlapped) 
 

 

Fig. 8 Anomalous Conditions (Split and Merge) 
 

Another anomalous condition is shown in Fig. 8, where a 
person W walks from the upper-left view area, footprint by 
footprint, exits and then enters to the lower-left view area. 
While the system successfully re-identifies W, he immediately 

makes a turn and back to the overlapped area as the trajectory 
shown in Fig. 8. At this moment, unfortunately, both CCTV-1 
and CCTV-2 capture W, successfully tracking the person with 
the L1 tracking algorithm. And then L2 realizes these two 
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instances with the identical coordinates and merges two into 
one. This anomaly is referred to as a merge condition. 

V. BLIND AREA MODEL 

In order to precisely project the trajectories of the objects 
moving throughout the vast space, we propose a model called 
Blind Area Model (BAM) or sometimes called Alibi Model to 
effectively manage every blind area. A blind area is essentially 
a bag, where an object can enter into the area and exit from the 
area at a later time. Two core questions are answered by BAM 
as follows: 
1. How to know when an object enters into a blind area 
2. How to know when the object exits from the blind area. 

Remember that all objects are anonymous and can be only 
seen from the view areas by CCTVs. By the definition of 
blindness, there is no way to know the real status of objects in a 
blind area. To answer the first question is to determine whether 
the appearance of an object is the last one seen in a view area 
and moving near and toward a blind area next to the view area. 
It is not easy to determine when an object disappears into a 
blind area. For an object tracked by the L1 tracking algorithm, 
losing track does not mean disappearing into a blind area. It 
may lose track temporarily and re-appear in a few frames. A 
mathematical model is trained to determine the probability of 
entering into a blind area (i.e., the probability of whether the 
appearance is the last one). 

The second issue is addressed by detecting the first 
appearance of an object o in a view area, which is geo-spatially 
located very close to a blind area. The detection of the first 
appearance does not prove o exiting from a blind area if its 
lineage cannot be traced, that is, its origin, what happens to it 

and where it moves over time. This leads to the next question: 
Where does o come from? That is, to re-identify o. 

In an extensive environment, one of the critical factors for 
effective re-identification is the number of candidates selected 
for feature matching. Reducing the potential candidates from 
dozens to a few will significantly increase the overall accuracy 
of extensive tracking. With the prior knowledge of the blind 
space, the goal can be achieved by projecting the probable trails 
of objects inside the blind area and therefore filtering out those 
spatially and temporally impossible. Finally, the feature 
comparison algorithm is applied to re-identify o out of the 
potential candidates. That is, linking o with the most likely one 
that disappeared into the blind area a few moments earlier. 
Effective re-identification assures both accuracy and 
performance. 

A hidden Markov Chain model is adopted to deduce the 
potential candidates out of all possible objects that entered into 
a blind area. With data collected on the field, the model is 
trained to determine the probability distribution, P(x, y, t), 
where t is the duration between the time entering at x (a 
geohash) and the time exiting at y (a geohash). With the model, 
when a first-time object that shows up at y from a blind area, all 
potential candidates that disappeared into the blind area in a 
reasonable time range from possible x’s are selected and 
matched for re-identification. 

Fig. 9 shows a person who first-time shows up in the upper- 
right view area. With the model, the bionic brain narrows down 
the suspects into five candidates. Reducing the number of 
candidates into a controllable size will greatly increase the 
accuracy of re-identification. 

.

 

 

Fig. 9 BAM with Hidden Markov Chain 
 

VI. CONCLUSION 

The convergence of digital capabilities across the digital and 
physical environment presents great opportunities for security 
industry to embrace a new frontier of digital transformation as 
the society continues to evolve with the rapidly shifting 

technological landscape. To address the leading physical 
security operation challenges of reactive threat management 
and intuition-led decision-making based on subjectivity, the 
security industry should adopt an operational design first 
approach, beyond technology & system implementation. 

The Spatial-Temporal Awareness approach covered in this 
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paper challenges the conventional thinking and concept of 
operations which is labor intensive and time consuming. The 
ability to perform Extensive Re-Identification through a multi- 
sensory network provides the next-level insights– creating 
value beyond traditional risk management. The application 
extends beyond security operations and can be potentially 
deployed to transform passengers’ experience in aviation hub, 
commuters’ experience in transport hub, consumers’ 
experience in retail malls, patient’s experience in hospitals and 
finally users’ experience in precincts. 
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