
 

 

 
Abstract—Customer relationship analysis is vital for retail stores, 

especially for supermarkets. The point of sale (POS) systems make it 
possible to record the daily purchasing behaviors of customers as an 
identification point of sale (ID-POS) database, which can be used to 
analyze customer behaviors of a supermarket. The customer value is 
an indicator based on ID-POS database for detecting the customer 
loyalty of a store. In general, there are many supermarkets in a city, 
and other nearby competitor supermarkets significantly affect the 
customer value of customers of a supermarket. However, it is 
impossible to get detailed ID-POS databases of competitor 
supermarkets. This study firstly focused on the customer value and 
distance between a customer's home and supermarkets in a city, and 
then constructed the models based on logistic regression analysis to 
analyze correlations between distance and purchasing behaviors only 
from a POS database of a supermarket chain. During the modeling 
process, there are three primary problems existed, including the 
incomparable problem of customer values, the multicollinearity 
problem among customer value and distance data, and the number of 
valid partial regression coefficients. The improved customer value, 
Huff’s gravity model, and inverse attractiveness frequency are 
considered to solve these problems. This paper presents three types of 
models based on these three methods for loyal customer classification 
and competitors’ influence analysis. In numerical experiments, all 
types of models are useful for loyal customer classification. The type 
of model, including all three methods, is the most superior one for 
evaluating the influence of the other nearby supermarkets on 
customers' purchasing of a supermarket chain from the viewpoint of 
valid partial regression coefficients and accuracy. 
 

Keywords—Customer value, Huff's Gravity Model, POS, retailer. 

I. INTRODUCTION 

N today's supermarket business, the ID-POS database 
enables supermarkets to analyze customer behavior and 

adopt more targeted and personalized marketing strategies such 
as customer relationship management (CRM) [1], to improve 
the competitiveness of supermarkets. The ID-POS database 
digitally records customer ID, customer information, sales 
records, etc. Therefore, customer behavior is measurable by 
counting their daily shopping records as customer values. 
Generally speaking, customer value analysis, which is also 
known as recency, frequency and monetary (RFM) analysis 
analysis [1]-[3], mainly depends on three parametric indicators, 
customer shopping recency, frequency, and monetary. They 
can reflect the customer loyalty of a store. The models consist 
of RFM indicators with other statistical parameters that are 
trainable by clustering analysis [4] and other machine learning 
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methods to investigate the customer shopping preference. 
Tanaka et al. [5], proposed a model, including RFM 

indicators with the proportion of purchased products of each 
customer in a supermarket chain. They define the loyal 
customer by Decyl analysis [5], and then use logistic regression 
analysis [6]-[9] to find loyal customers and detect the loyal 
customers' preferences for each product simultaneously. 
Logistic regression analysis is widely used in parametric 
impact analysis. The coefficients of logistic regression 
mathematically considered as the parameters in the Odds ratio 
[10]. The Odds ratio can reflect the influence of variable 
parameters on a particular parameter. As a result, they built a 
loyal customer analysis model with high classification 
accuracy. There is a lot of the other customer's information in 
the ID-POS database, such as the customer's address. 
Therefore, Tanaka's method is also useful to detect different 
aspects of the customer's behavior. For example, the distance 
between a customer's home and all supermarkets in a city is 
computable. The influence of nearby competitors is 
discoverable by analyzing the relationship between distance 
and the customer's shopping amount of the target supermarket. 
The customers who live close to competitors are more likely to 
be influenced by them, resulting in decreased shopping 
amounts in the target supermarket. However, logistic 
regression cannot train the raw distance data without 
preprocessing directly since the multicollinearity problem [11] 
may occur between the distance data and RFM indicators. 
Therefore, it is essential to find a method that can transform the 
distance data into probability similar to Tanaka's work. The 
main contributions of this paper include as follows:  
 This paper improves the original RFM values by RFM 

scores [4], [12] to build loyal customer analysis models 
effectively. 

 This paper proposes a method based on Huff's gravity 
model [13] to solve the multicollinearity problem in 
logistic regression analysis. 

 This paper presents another method named inverse 
attractiveness frequency to increase the accuracy of loyal 
customer classification and retailer competition analysis 
diversity. 

The remainder of the paper is structured as follows: Section 
II analyzes the related work. The structures of the loyal 
customer analysis models are shown in Section III. Section IV 
explains analytical methods. Section V evaluates the three 
types of models by logistic regression analysis. Section VI 
concludes this paper.  
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II. RELATED WORK 

A. Retailer Competition Analysis 

In economics, [14] applied the law of gravity in physics to 
analyze the retail industry, which indicated that consumers are 
willing to drive a further distance to larger retail stores for 
shopping. However, this law only considers the macro aspect 
and lacks the investigation of the micro aspect of consumer 
decision making in actual shopping activities. Reilly's law 
assumes that consumers will choose a fixed retail store for 
shopping. In fact, consumers expect to go shopping at two retail 
stores in close geographical locations simultaneously. Huff's 
gravity model [13] later reformed Reilly’s law.  

Huff's gravity model uses probability to describe the spatial 
relations between stores and consumers in a district. The 
attraction of a store to a given consumer is related to its size and 
geographical distance between them. The proportion of its 
attraction to all stores' total attractions in a region is the 
probability that a given consumer will purchase at this store. 
Retailers use this theory extensively for new site selection. 
However, the accuracy of the shopping store's preference for 
consumers is not precise enough. Although [15] considered 
other factors, except for retail store area and distance factors, to 
improve Huff's model, which is called the multiplicative 
competitive interaction (MCI) model, the accuracy 
improvement is still facing a bottleneck. Fig. 1 [16] shows the 
theoretical store trade area and customer location. The blue, 
green, yellow and red progression represents zones of 
increasing patronage probability. Different circles denote the 
different circular trade area of the retailer store. 

B. Customer Analysis 

In customer analysis, RFM analysis [1]–[3] aims to build a 
model that differentiates important customers from large 
transaction data. Chen et al. [17] proposed an extended model 
of RFM analysis for the challenge prediction problem of 
customers in the logistics industry. Later, the research that 
combines machine learning methods has also been reported. 
Tanaka et al. [5] considered the RFM and logistic regression 
analysis to detect loyal customers’ preferences for various 
supermarket products. They set the month elapsed from a 
customer's last shopping record to the data statistic day, the 
frequency of a customer comes to store, and the purchase 
amount of a customer has spent in a time interval for R, F and 
M values, respectively. Although in Tanaka's work [5], they 
obtained relatively precise results, the partial regression 
coefficients of RFM indicators are incommensurable since they 
have different magnitude. The principal component analysis 
(PCA) [18] and normalization analysis [19] can also play a role 
in data magnitude reduction. However, they have the defects of 
poor interpretability. References [4] and [12] proposed a 
method that can uniform the magnitude of RFM values where 
they group the RFM values and give a score of each group, 
respectively.  

Decyl analysis [5] is another analysis method that calculates 
the purchase ratio and the sales composition ratio of each rank 
by dividing the consumption of all customers into 10 equal 

parts based on purchase history data. By purchase ratio and 
composition ratio, it is possible to know a loyal customer group 
with a high contribution to sales. The purpose of Decyl analysis 
is to grasp a loyal customer group and concentrate on it to 
implement efficient marketing. 

 

 

Fig. 1 The gravity based patronage probability model 

C. Regression Analysis 

Regression analysis is a statistical technique for estimating 
the relationship between dependent and a set of independent 
explanatory variables. Polynomial regression [20] is commonly 
used to analyze the curvilinear data when the power of an 
independent variable is more than one. It plays a crucial role in 
regression analysis because any function can be approximated 
piecewise by a polynomial. Zenker et al. [21] proposed a 
method including polynomial regression and response surface 
methodology for place marketing. 

Logistic regression [6]-[9] is also a regression analysis 
method for the dichotomous problem. It quantifies the 
correlation between a series of independent variables and a 
dependent variable as a logit odds ratio. The logit odds ratio is 
the natural logarithm of an odds ratio that represents the 
influence of the fluctuation of a given variable on the dependent 
variable. Yeung and Yee [22] predicted consumer purchase 
propensity by logistic regression analysis. They demonstrate 
how logistic regression can be used to predict consumer 
behavior where the explanatory variables are dichotomous and 
interact with each other. Constantin [23] used a logistic 
regression model in supporting decisions of establishing 
marketing strategies for accommodation analysis. Tanaka et al. 
[5] built a loyal customer analysis model consist of original 
RFM values and the proportion of item purchasing of a 
customer. They define the loyal customer of a supermarket 
chain by Decyl analysis and tag them as target variables. After 
that, they use logistic regression analysis to find loyal 
customers and detect the item preference of them effectively. 

III. LOYAL CUSTOMER ANALYSIS MODEL 

A. RFM Analysis 

RFM analysis [1]-[3] contains three indicators, how recently 
a customer has purchased (Recency), how often they purchase 
(Frequency), and how much they spend (Monetary). To solve 
the problem that different magnitude RFM indicators are 
incomparable in [5] and make the analysis results more 
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accurate, this study considers converting the original RFM 
values into the form of customer RFM scores based on [4], [12]. 
The analytic models set R value as days elapsed from last sales 
record to data statistics day, F value as the frequency of 
customer come to store and M value as the average of one time 
purchase amount in a time interval from first shopping day to 
data statistics day. R value is ordered by ascending and F, M 
value is ordered by descending. Each of them is divided into 
five groups according to top rank 20%, 20% to 40%, 40% to 
60%, 60% to 80%, 80% to 100%, respectively. Each group of R, 
F and M value is scored from level 1 to 5 based on their group 
rank. If a customer owns three high RFM scores such as (5,5,5) 
or (5,4,4), this customer has a high loyalty in a store. Suppose a 
store has 100 customers, each with a different RFM value. The 
examples of the R, F and M score are shown in Tables I-III. The 
units of RFM values are days, times and amounts of money, 
respectively. Table IV shows the concrete structure of 
experimental data for the first proposal of this paper, the RFM 
type model. 

 
TABLE I 

THE EXAMPLE OF R SCORE 

Customer R R rank Percentage R group R score 
1 65 48 48% 40%-60% 3 

2 354 87 87% 80%-100% 1 

3 30 28 28% 20%-40% 4 

 
TABLE II 

THE EXAMPLE OF F SCORE 
Customer F F rank Percentage F group F score 

1 28 80 80% 60%-80% 2 

2 23 82 82% 80%-100% 1 

3 96 20 20% 0-20% 5 

 
TABLE III 

THE EXAMPLE OF M SCORE 

Customer M M rank Percentage M group M score 
1 1926 49 49% 40%-60% 3 

2 150 95 95% 80%-100% 1 

3 2111 44 44% 40%-60% 3 

B. Huff's Gravity Model  

The ID-POS database contains the customer information and 
two year customer shopping records of target supermarket 
chain A including supermarkets A1 and A2 in the experimental 
city. This paper converts the customer address to longitude and 
latitude and uses Euclidean distance [24] to compute the 
distance to each supermarket in the experimental city. There are 
seven supermarket chains in that city, including one target 
supermarket chain A and six competitive supermarket chains B, 
C, F, H, J and N. The chain name will combine with a number 
to denote each individual supermarket of supermarket chains. 
The horizontal axis of Figs. 7 and 8 shows all supermarkets in 
the experimental city. A method based on Huff's gravity model 
[13] is considered to convert the distance factors into uniform 
attractiveness probability. 

 

ℎ𝑓
∑

, ∑ ℎ𝑓 1       (1) 

 
In a district, the attraction of a retail store to a given customer 

is the ratio of its size denoted as s to distance between them 
denoted as 𝑑.  Therefore, ℎ𝑓  indicates the attractiveness 
probability of customer 𝑖  will go shopping at store 𝑗  and 𝛼 
denotes the distance decline coefficient. If the size of every 
store is fixed, distance can convert into a uniform attractiveness 
probability. The attractiveness probability is a negative 
correlation to the distance. The customer obtains a significant 
influence when he lives close to a supermarket, and vice versa. 
The multicollinearity problem [2] will be avoided since the sum 
of the attractiveness probability of a customer is one, 
irrespective of the high or low of the RFM score. Table V 
shows the structure of experimental data for the second 
proposal, the RFM+ type model including RFM score and hf 
score. 

 

 

Fig. 2 The interaction between circular trade area of stores in a district 

C. Inverse Attractiveness Frequency 

The third proposal is based on [5]. They proposed inverse 
shop frequency to reduce the customer's item preference 
between different individual supermarkets of a supermarket 
chain and obtained precise results for loyal customer 
classification. This paper focuses on the influence of the 
different trade area radius of competitors on the customers of 
target supermarkets. Fig. 2 [25] shows an example of the 
interaction between the trade areas of stores. It reflects the 
competition between the stores in a district. For different stores, 
the customer's shopping preference and shopping frequency are 
affected by distance, store area, etc. Therefore, how to 
mathematically measure the influence of competitors is an 
important issue. The polynomial regression analysis [20] is 
used to detect the impact of competitors firstly. This paper 
conducts two experiments of polynomial regression analysis on 
the customer shopping data and distance data of A1 and A2. 
Fig. 3 shows the tendency of distance and each customer 
monthly purchased item number of A1. The closer the distance 
to A1, the higher the shopping quota is. Fig. 4 shows the 
comparison of A1 with two competitors. This paper chose the 
customers of A1 who live in a 3 km trade area radius of the 
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competitors, and the distance to the competitors is closer than to 
A1. The customers of A1 close to the competitors are affected 
since B and C are lower than A1. So do the tendencies in Figs. 5 
and 6 for A2. 

According to Figs. 3 and 5, this paper defines the customers 
that purchased item number per month is higher than the 
polynomial regression curve as the dominated customers by 
target supermarkets. The more significant the proportion of 
these customers surrounding the competitive supermarkets, the 
greater the influence the target supermarkets have in this area. 
Fig. 7 shows the proportion of dominated customers of A1 and 
A2 surrounding a 3 km radius of the trade area of all 
supermarkets in the experimental city. The difference between 
A1 and A2 is from 10% to 20%. The inverse attractiveness 
score of each supermarket is formulated to reduce this 
difference for feature quantity expression, as: 

 

𝑖𝑎𝑓 , log
,
          (2) 

 

 

Fig. 3 The correlation between distance and sales for A1 
 

 

Fig. 4 The comparison of A1 with 2 competitors 
 

 

Fig. 5 The correlation between distance and sales for A2 
 

where, 𝑐  denotes the total number of customers in the specific 
radius of the trade area of the 𝑖th competitive supermarket. 𝑑 ,  
indicates the number of dominated customers by target 

supermarket 𝑠 surrounding the specific radius of the trade area 
of the 𝑖th competitive supermarket. 𝑖𝑎𝑓 vector is defined by 
each customer of the target supermarket chain A. The high 
proportion in Fig. 7 will have a low 𝑖𝑎𝑓 value, which means 
that the target supermarket has a powerful impact on customers 
surrounding competitive supermarkets. Oppositely, a weak 
impact has a high value. In this paper, the customers purchased 
at affiliated target supermarkets may be far from some 
competitors since this study detects almost all supermarkets in a 
city. The value of 𝑐  or 𝑑 ,  perhaps zero. The Laplacian 
smoothing is considered to avoid this situation.  

 

 

Fig. 6 The comparison of A2 with 2 competitors 
 

 

Fig. 7 The proportion of dominated customers of A1 and A2 
 

 

Fig. 8 The 𝑖𝑎𝑓 score of A1 and A2 
 

𝑖𝑎𝑓 , log
,

         (3) 

 
where,  denotes the total number of supermarkets in a city. The 
λis a smoothing coefficient. The hf score matrix of A1 and A2 
is computed by (1). The ℎ𝑓-𝑖𝑎𝑓 score matrix of A1 and A2 is 
generated by the corresponding 𝑖𝑎𝑓 score vector element-wise 
multiplied by the related hf score matrix of A1 and A2, 
respectively. In consideration of the heterogeneity of the 
influence tendency of A1 and A2 shown in Fig. 7, the ℎ𝑓-𝑖𝑎𝑓 
score is used to acquire the feature quantity expression of the 
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customers for the third proposal. Fig. 8 demonstrates the 𝑖𝑎𝑓 
score of A1 and A2, where the radius of the trade area of all 
supermarkets is 3 km. The trend is reversed from Fig. 7. Table 
VI shows the structure of experimental data for the RFM++ 
type model including RFM score and ℎ𝑓-𝑖𝑎𝑓 score. 

D. Decyl Analysis 

In economics, there is a theory which is known as 80/20 rule 
that 20% of customers account for 80% of sales. 

 

 

Fig. 9 Pareto chart of customer Decyl analysis 
 

TABLE IV 
THE STRUCTURE OF EXPERIMENTAL DATA FOR RFM TYPE MODEL 

Customer R score F score M score 
1 5 5 1 

2 5 3 5 

⋮ 
n 4 3 2 

 
TABLE V 

THE STRUCTURE OF EXPERIMENTAL DATA FOR RFM+ TYPE MODEL 

Customer R score F score M score ℎ𝑓 score vector 
1 5 5 1 ⋯ 
2 5 3 5 ⋯ 

⋮ 
n 4 3 2 ⋯ 

 
TABLE VI 

THE STRUCTURE OF EXPERIMENTAL DATA FOR RFM++ TYPE MODEL 

Customer R score F score M score ℎ𝑓-𝑖𝑎𝑓 score vector 
1 5 5 1 ⋯ 
2 5 3 5 ⋯ 

⋮ 
n 4 3 2 ⋯ 

 

Decyl analysis is derived from this theory. This paper refers 
to [5] and uses Decyl analysis to define loyal customers of 
supermarket chain A. Decyl analysis arranges customers in 
descending order of customer's consumption and then divides 
them into ten equal groups in terms of headcount, as shown in 
Fig. 9. The top three groups generated 80.01% sales in the first 
year. Therefore, loyal customers of supermarket chain A are 

defined as the top three groups. These three groups are 
considered as the target variables of logistic regression analysis 
to build the model for loyal customer classification in the first 
year. Decyl analysis also conducts on the customer shopping 
data in the second year for testing the built models. 

IV. ANALYTICAL METHODS 

A. Logistic Regression Analysis 

The formula of logistic regression [6]-[9] is defined as 
follows: where 𝑝  is a probability that customer 𝑐 is a loyal 
customer, ω denotes partial regression coefficients, 𝑥 indicates 
explanatory variables, and 𝑑 represents bias.  

 

𝑝
, , ⋯ ,

       (4) 

 
This paper uses logistic regression analysis for detecting the 

influence degree of the competitive supermarket on loyal 
customers of target supermarket chain A. The top three 
customer groups of Decyl analysis are tagged as target 
variables for the loyal customer classification. For the 
explanatory variables, this study adopts three RFM score 
indicators and the transformed distance factors by the proposed 
methods of this paper. 

B. Evaluation Criteria 

This paper uses the Accuracy, the Precision, the Recall and 
the F1-score as evaluation criteria. The formulas are defined as: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦          (5) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛           (6) 

 

𝑅𝑒𝑐𝑎𝑙𝑙           (7) 

 

𝐹1-𝑠𝑐𝑜𝑟𝑒
⋅ ⋅

        (8) 

 
Let TP be true positives that samples correctly classified as 

positive, FN be false negatives that samples incorrectly 
classified as negative, FP be false positives that samples 
incorrectly classified as positive, and TN be true negatives that 
samples correctly classified as negative. For supermarket 
competition analysis, this study detects the value of all partial 
regression coefficients and rejects all cases where the statistical 
significance level (p value) [19] is greater than 5%. 

V. EXPERIMENT 

A. Experimental Data 

This study uses two-year ID-POS data of a supermarket 
chain A including A1 and A2 in a middle-size city in Japan. 
There are 40,977,672 sales records in the ID-POS data where 
the number of IDs and categorized products is 176076 and 
2251, respectively. In addition, there are 30 supermarkets 
including two target supermarkets in that city. 
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TABLE VII 
THE EXPERIMENTAL DATA OF TARGET SUPERMARKET CHAIN A 

 First year (2016.04-2017.03) Second year (2017.04-2018.03) 
 Train data Validation data Test data 

A 82029 27344 111772 

A1 32690 10897 44020 

A2 49339 16447 67752 

 

Table VII shows the detail of experimental data. The ID-POS 
data is segmented into the first year and the second year. The 
first-year data are divided into training data and validation data 
to build the models. The second-year data (test data) are applied 
to test the models. 

 
TABLE VIII 

THE ACCURACY ANALYSIS FOR CHAIN A 

 Accuracy Precision Recall F1-score 
RFM-A 91.89% 79.82% 97.47% 0.878 

RFM+A 92.05% 80.28% 97.67% 0.881 

RFM++3km-A 92.06% 80.31% 97.73% 0.882 

RFM++4km-A 92.10% 80.46% 97.73% 0.883 

RFM++5km-A 92.23% 80.78% 97.82% 0.885 

 
TABLE IX 

THE RFM MODEL FOR CHAIN A 

Variables Coefficients P values 
Intercept -20.01 0.0% 

R score 0.26 0.0% 

F score 3.47 0.0% 

M score 1.96 0.0% 

 
TABLE X 

THE RFM+ MODEL FOR CHAIN A 

Variables Coefficients P values 
Intercept -22.27 0.0% 

R score 0.25 0.0% 

F score 3.77 0.0% 

M score 2.06 0.0% 

A2 0.15 0.0% 

A1 0.07 0.0% 

C2 0.06 0.1% 

C7 0.03 1.5% 

C6 0.03 3.2% 

G -0.03 0.0% 

C9 -0.03 0.1% 

C5 -0.04 0.0% 

C3 -0.04 0.1% 

B2 -0.04 0.0% 

J2 -0.05 0.0% 

E -0.06 0.0% 

C8 -0.06 0.0% 

K -0.06 0.0% 

D -0.44 0.0% 

B. Experimental Procedure 

The experiments are executed on Windows 8 with 2.50 GHz 
Intel Core i7 and 8 GB memory and conducted on the Python 
environment. For all cases, the store area is fixed as 1000 𝑚  
and the distance decline coefficient is fixed as 2. The smoothing 
coefficient is fixed as 1. 

The two-year ID-POS data of the target supermarket chain A 
is divided into the first year as current customer information 

and the second year as future customer information. RFM score 
indicators will combine with 30 converted distance indicators 
of competitors to build feature quantities as shown in Tables 
IV-VI. Decyl analysis will also be conducted on 2-year ID-POS 
data to define the loyal customers, respectively. This research 
uses the customer ID, 33 feature quantities as explanatory 
variables and loyal customers as target variables to build 
experimental data in logistic regression analysis. The first-year 
experimental data are divided into two pieces, 75% for training 
data and 25% for validation data. The oversampling and 
undersampling problems [26] are judged that it is unnecessary 
in this experiment. The first-year experimental data are utilized 
to construct the models. The constructed model will be 
implemented on the second-year data (test data) to classify the 
loyal customers. There are two stages of the experiments in this 
research. The first stage is an experiment of loyal customer 
classification on the entire supermarket chain A. The second 
stage is an experiment of loyal customer classification on 
individual supermarkets of the target supermarket chain A. 
Both of the stages contain three types of model analysis, the 
RFM, RFM+ and RFM++ type model. The evaluation of the 
model is carried out from the viewpoints of accuracy, precision, 
recall rate, classification accuracy (F1-score), and feature 
understanding of loyal customers. 

 
TABLE XI 

THE RFM++3KM MODEL FOR CHAIN A 

Variables Coefficients P values Variables Coefficients P values
Intercept -21.90 0.0% E -0.38 1.8% 

R score 0.28 0.0% C5 -0.39 0.1% 

F score 3.74 0.0% C9 -0.40 1.6% 

M score 2.12 0.0% B3 -0.41 0.0% 

A2 0.85 0.1% H1 -0.45 0.5% 

C2 0.37 0.0% C4 -0.46 0.0% 

C7 0.22 0.0% C3 -0.49 0.4% 

A1 0.19 0.0% G -0.49 0.0% 

B1 0.13 0.0% B2 -0.50 0.0% 

C6 0.10 0.0% L -0.51 0.0% 

I -0.03 0.0% C8 -0.54 0.0% 

J1 -0.03 0.0% H2 -0.58 0.2% 

N1 -0.05 0.0% J2 -0.62 0.0% 

M -0.11 0.0% N2 -0.88 3.6% 

C1 -0.18 0.0% K -1.13 0.0% 

F3 -0.19 0.0% F2 -1.76 2.6% 

F1 -0.23 0.0% D -5.39 0.0% 

C. Experiment of Supermarket Chain 

Table VIII presents the classification results of the proposed 
models for target supermarket chain A. In the experiments, this 
paper generates five models. 'RFM-A' model only includes 
three RFM score indicators. 'RFM+A' model contains three 
RFM score indicators and 30 ℎ𝑓 score indicators. This research 
chooses 3 km, 4 km and 5 km radius of the trade area of each 
supermarket in the experimental city to generate the three 
'RFM++A' models for supermarket chain A. The RFM++ type 
model is superior to the other two type models for loyal 
customer classification from the viewpoint of four evaluation 
criteria. 

Table IX shows the partial regression coefficients of the 

World Academy of Science, Engineering and Technology
International Journal of Physical and Mathematical Sciences

 Vol:14, No:8, 2020 

72International Scholarly and Scientific Research & Innovation 14(8) 2020 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 P
hy

si
ca

l a
nd

 M
at

he
m

at
ic

al
 S

ci
en

ce
s 

V
ol

:1
4,

 N
o:

8,
 2

02
0 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
11

39
3.

pd
f



 

 

RFM type model for target supermarket chain A. The loyal 
customers have the attribution of high RFM scores since three 
partial regression coefficients are positive. This is consistent 
with intuitive understanding. By unifying the magnitude of the 
three indicators, the F value seems more critical for loyal 
customers because its value is maximal. However, it is difficult 
to thoroughly analyze the influence of supermarket competition 
by these three indicators. 

 
TABLE XII 

THE RFM++4KM MODEL FOR CHAIN A 

Variables Coefficients P values Variables Coefficients P values
Intercept -23.51 0.0% F1 0.70 0.0% 

R score 0.28 0.0% C9 0.59 0.1% 

F score 3.81 0.0% H1 0.56 0.1% 

M score 2.14 0.0% H2 0.45 2.6% 

F2 1.63 0.0% G 0.45 0.4% 

B1 1.54 0.0% B3 0.45 0.0% 

I 1.47 0.0% C5 0.41 0.4% 

A2 1.34 0.0% B2 0.40 0.3% 

A1 1.31 0.0% C4 0.37 0.0% 

C2 1.21 0.0% C3 0.25 0.0% 

N2 1.10 1.1% E 0.23 0.0% 

C6 1.09 0.0% J2 0.20 0.0% 

F3 0.94 0.0% C8 0.17 0.0% 

C7 0.93 0.0% N1 -0.13 0.0% 

M 0.91 0.1% K -0.30 0.0% 

J1 0.84 0.0% C1 -0.63 0.0% 

L 0.81 1.5% D -4.49 0.0% 

 

Table X presents the competition analysis by the partial 
regression coefficients of the RFM+ type model. The 
coefficients are ordered by descending except for RFM scores 
and intercept. All competitors give loyal customers of the target 
supermarket chain A negative influence except for supermarket 
C2, C6, C7. The most of statistical significance level is less 
than 5%. This paper omits the cases that the statistical 
significance level higher than 5%. The values of target 
supermarkets A1 and A2 are positive, which is consistent with 
the intuitive idea since the closer to them, the more likely it 
becomes a loyal customer. The loyal customers are most active 
affected by supermarket D. 

Tables XI-XIII demonstrate the partial regression 
coefficients of three RFM++ type models. The competitors 
have a powerful impact on customers of supermarket chain A 
who live in their 3 km radius of the trade area because most of 
the coefficients of the 'RFM++3km-A' model are negative. 
When the trade area radius increased to 4 km for all 
supermarkets, the influence of competitors decreases because 
most coefficients of the 'RFM++4km-A' model are positive. 
This tendency is also found in the case of the 'RFM++5km-A' 
model. The values of coefficients become positive and greater 
than the 'RFM++4km-A' model.  

From these results, the analysis diversity of the RFM++ type 
model is superior to the other two type models. In addition, the 
RFM++ type model can grasp the impact of all nearby 
competitors since the statistical significance level is all less 
than 5%. 

 

TABLE XIII 
THE RFM++5KM MODEL FOR CHAIN A 

Variables Coefficients P values Variables Coefficients P values
Intercept -23.79 0.0% H1 0.98 0.0% 

R score 0.27 0.0% H2 0.97 0.0% 

F score 3.77 0.0% C9 0.96 0.0% 

M score 2.11 0.0% F3 0.91 0.0% 

B1 1.84 0.0% F2 0.86 0.0% 

A2 1.83 0.0% G 0.83 0.0% 

A1 1.76 0.0% N1 0.80 0.0% 

M 1.72 0.0% B2 0.77 0.0% 

C2 1.67 0.0% C5 0.76 0.0% 

C6 1.48 0.0% J2 0.68 0.0% 

I 1.45 0.0% E 0.66 0.1% 

C7 1.43 0.0% B3 0.59 2.7% 

J1 1.26 0.0% C8 0.54 0.1% 

C4 1.25 0.0% C3 0.53 0.9% 

L 1.19 0.0% K 0.26 0.0% 

N2 1.06 1.0% C1 -0.31 0.0% 

F1 1.03 0.0% D -2.52 0.6% 

D. Experiment of Individual Supermarkets 

Tables XIV and XVII show the comparison of three models 
for A1 and A2. Similar to the experiments of supermarket chain 
A, this paper employs the first-year customer shopping data of 
A1 and A2 to build the RFM and RFM+ type models, and then 
classify the loyal customer in the second year. For the RFM++ 
type model, the constructed three models of target supermarket 
chain A, as shown in Tables XI-XIII, are used to classify the 
loyal customers of A1 and A2 in the second year. The results 
demonstrate the RFM++ type model is the most superior one in 
the loyal customer classification of individual supermarkets. 

Tables XV and XVIII present the RFM type model for A1 
and A2, respectively. Similar to the cases in supermarket chain 
A, the RFM scores in both cases are all positive. The RFM+ 
type model for A1 and A2 are shown in Tables XVI and XIX. It 
is interesting that even among A1 and A2 there is competition 
with each other. In the case of the RFM+ type model of A1, A2 
has a negative value. So does the case in the RFM+ type model 
of A2. The statistical significance level is confirmed that most 
of the cases are less than 5%. 

 
TABLE XIV 

THE ACCURACY ANALYSIS FOR A1 

 Accuracy Precision Recall F1-score 
RFM-A1 92.33% 79.71% 95.34% 0.868 

RFM+A1 92.63% 80.51% 95.38% 0.873 

RFM++3km-A 92.71% 80.81% 95.84% 0.877 

RFM++4km-A 92.73% 80.81% 95.87% 0.877 

RFM++5km-A 92.76% 80.94% 95.92% 0.878 

 
TABLE XV 

THE RFM MODEL FOR A1 

Variables Coefficients P values 
Intercept -26.76 0.0% 

R score 0.38 0.0% 

F score 4.64 0.0% 

M score 1.99 0.0% 
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TABLE XVI 
THE RFM+ MODEL FOR A1 

Variables Coefficients P values 
Intercept -25.89 0.0% 

R score 0.39 0.0% 

F score 4.51 0.0% 

M score 2.09 0.0% 

B1 0.26 0.0% 

A1 0.05 0.0% 

G -0.03 1.1% 

B2 -0.04 0.0% 

C9 -0.04 0.1% 

C8 -0.05 0.0% 

E -0.05 0.8% 

C5 -0.05 0.0% 

A2 -0.06 0.0% 

K -0.06 1.0% 

J2 -0.06 0.0% 

C1 -0.07 0.0% 

D -0.55 0.3% 

 
TABLE XVII 

THE ACCURACY ANALYSIS FOR A2 

 Accuracy Precision Recall F1-score 
RFM-A2 91.48% 80.33% 94.80% 0.870 

RFM+A2 91.58% 80.72% 96.53% 0.879 

RFM++3km-A 92.85% 83.43% 97.12% 0.898 

RFM++4km-A 92.98% 83.90% 96.80% 0.899 

RFM++5km-A 93.05% 83.99% 96.74% 0.899 

 
TABLE XVIII 

THE RFM MODEL FOR A2 

Variables Coefficients P values 
Intercept -23.15 0.0% 

R score 0.23 0.0% 

F score 3.85 0.0% 

M score 2.40 0.0% 

 
TABLE XIX 

THE RFM+ MODEL FOR A2 

Variables Coefficients P values 
Intercept -22.76 0.0% 

R score 0.23 0.0% 

F score 3.85 0.0% 

M score 2.48 0.0% 

A2 0.17 0.0% 

B1 0.16 0.0% 

C2 0.09 0.0% 

B3 0.05 1.2% 

F1 0.04 0.4% 

B2 -0.02 0.0% 

G -0.03 0.1% 

K -0.04 3.8% 

J2 -0.04 0.0% 

M -0.04 0.2% 

C3 -0.05 0.8% 

C8 -0.05 0.0% 

A1 -0.09 0.0% 

C1 -0.15 0.4% 

D -0.63 0.0% 

VI. CONCLUSION 

This paper constructs supermarket competition analysis 
models and makes loyal customer classification for a 
supermarket chain. In the experiments, this study estimates the 
RFM, RFM+ and RFM++ type model by accuracy and logistic 
regression coefficient analysis. All three model types can 
classify the loyal customers adequately. The RFM++ type 
model is superior to the other two type models from the 
viewpoint of accuracy and analysis diversity. The supermarket 
managers can grasp the influence degree of competitive 
supermarkets and understand the behavior of loyal customers. 
In the future, the presented models will be implemented on the 
sensitivity analysis of neural networks for supermarket 
competition analysis and loyal customer classification. 
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