
 

 

 
Abstract—In fields such as neuroscience and especially in 

cognition modeling of mental processes, uncertainty processing in 
temporal zone of signal is vital. In this paper, Bayesian online 
inferences in estimation of change-points location in signal are 
constructed. This method separated the observed signal into 
independent series and studies the change and variation of the regime 
of data locally with related statistical characteristics. We give 
conditions on simulations of the method when the data characteristics 
of signals vary, and provide empirical evidence to show the 
performance of method. It is verified that correlation between series 
around the change point location and its characteristics such as Signal 
to Noise Ratios and mean value of signal has important factor on 
fluctuating in finding proper location of change point. And one of the 
main contributions of this study is related to representing of these 
influences of signal statistical characteristics for finding abrupt 
variation in signal. There are two different structures for simulations 
which in first case one abrupt change in temporal section of signal is 
considered with variable position and secondly multiple variations 
are considered. Finally, influence of statistical characteristic for 
changing the location of change point is explained in details in 
simulation results with different artificial signals. 
 

Keywords—Time series, fluctuation in statistical characteristics, 
optimal learning. 

I. INTRODUCTION 

IGNAL processing is applied in broad range of science 
from neuroscience to dynamical system applications. 

Moreover nowadays an advanced sensory device is able to 
gathering reliably data from systems. These sensors generate 
high dimensional data streams which can be modeled as 
signals of system. 

Signal processing is essential for understanding of the 
phenomena in systems that produce the data. There are local 
positions in the complex noisy signal where the behavior in 
the data values has changed sharply. They may show the 
situation in temporal zone when external inputs or events have 
caused the dynamical system to behave differently. 

The problem of detecting local changes in signals has been 
mostly researched in the class of segmentation and scaling 
where segmentation of the signal is modeled by a known 
function. Subsequently, abrupt changes are detected as the 
points in signal where two near segments of the signal are 

 
Farhad Asadi has Master degree in Mechanical engineering in dynamic and 

control, K. N. Toosi, Tehran, Iran (phone: +989357430949,                                       
e-mail:farhadasadi1990@gmail.com). 

Hossein Sadati is Assistant professor in Mechanical Engineering at K. N. 
Toosi, University, Tehran, Iran (e-mail: sadati@kntu.ac.ir) 

connected. Generally complex systems have critical variation 
that is called change point at which the system changes from 
one state to another abruptly. In these situations, signal 
processing analysis for making inference about state evolution 
of system is useful. This detection of variation in noisy signal 
is more difficult due to the noisy components of interferences 
[1]-[4]. However, for modeling and understanding of 
parameters on signal, uncertainty detection and removing are 
important. For instance in learning theory we should adjust 
different learning rates to signal for explaining of variation 
[5]. In some references like [6] is used a neural network model 
for explaining the behavior of signal and fitting of learning 
rates parameters. Moreover, in other fields, like process 
control [6], [7] cardiograph analysis [8], [9] and EEG signal 
processing [10], [11], different signal processing algorithms 
are made for removing and detection of uncertainty. In above 
references, the structure of signal processing is offline which 
needs the entire data for prediction [12], [13]. In other hand, 
online approaches have some important constraints such as 
needing to high computational time for removing and 
segmentation of signal [14], [15]. Generally, for detecting of 
variation in statistical data, decomposition of signal is a vital 
step. Moreover, in dynamical system when a statistical 
characteristic of system is changed hidden states of system is 
going to bifurcation. 

In some algorithms, a distance threshold is programmed for 
detection of these variations when variation is bigger of this 
threshold [16], [17]. In this paper different artificial noisy 
signal with predefined statistical characteristics in different 
temporal zone of signal is programmed and then a Bayesian 
inference approach for detection of these variations is used 
and performance of algorithm for detection in different noisy 
signals is investigated.  

Finally, the structure of article is as follows. Firstly, overall 
structure of algorithm is shown schematically in Section II and 
main formulation of algorithm is reported. Then, setup of 
simulations and whole characteristics of artificial data series 
and approaches are discussed. Furthermore, data 
characteristics for each segment between change points are 
introduced. Different simulations for detecting change point 
location are done and effect of data characteristics is explained 
and investigated numerically. 

II. STRUCTURE ALGORITHM OF STEP DETECTION 

This paper is related with the problems of finding abrupt 
changes in signal. And overall summary of steps in algorithm 
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is shown in Fig. 1. In this approach, a signal is segmented to 
time series and density of signal is depending to a value that 
varies at unknown time instants. Then signal is sampled with 
parameters that depend to probability of changing abrupt 
variation in signal. So a posterior run length is made so 
inference of the unknown change point is needed. The 
posterior run length can be formulated as: 

 
𝑝 𝑥 |𝑥 :  ∑ 𝑝 𝑥 |𝑥 :  , 𝑟 𝑝 𝑟 |𝑥 :

 ∑ 𝑝 𝑥 𝑥 𝑝 𝑟 |𝑥 :  (1) 
 

where 𝑥 is to the last rt observations of x in signal, and the 
run length posterior can be calculated by normalizing the joint 

likelihood: 𝑝 𝑟 |𝑥 :  , :

∑ , :
.  

The joint likelihood can be updated using a scheme by (2): 
 

𝛾 𝑝 𝑟 |𝑥 :
∑ 𝑝 𝑟 |𝑟  , 𝑥 :  ∑ 𝑝 𝑟 , 𝑥 |𝑟 , 𝑥 : 𝑝 𝑟 |𝑥 :

 ∑ 𝑝 𝑟 |𝑟  𝑝 𝑥 |𝑟 , 𝑥 𝑝 𝑟 ,  𝑥 :  (2) 
 
It is common to estimate the (log) marginal likelihood of at 

time T, as it can be disjointed into the one-step-ahead 
predictive likelihoods. 

 
𝑙𝑜𝑔𝑝 𝑥 :  |𝜃  ∑ log 𝑝 𝑥 |𝑥 : , 𝜃               (3) 

 
In our simulation, signal is produced noisy by adding 

Gaussian random noise to it. Thus, sample-by-sample 
variation of signal characteristics can show both noise and 
abrupt change. However, the positions of change-points in 
signal are not determined. Thus, for computing next abrupt 
change, all possible run lengths in signal should be considered 
and weight them by the probability of the run length 
parameter. 

 

 

Fig. 1 Overall structure of algorithm 

III. SETUP OF SIMULATIONS AND WHOLE CHARACTERISTICS 

OF ARTIFICIAL SIGNALS AND APPROACH 

In this section the algorithm is simulated on some 
specifically simulated signal. In order to simulate the 
algorithm, artificial signal with known change point positions, 
various signal to noise ratios (SNR) and segmentations of data 
are implemented and algorithm is applied on the data to see 
how effectively the algorithm finds the correct segments and 
locations of change points under different circumstances. This 
signal is produced by modeling of Gaussian distribution with 
changing variance of data. Such modeling arises in many 
biological signals like detecting pattern of electromyography 
signal. In signal processing application most researchers use 
the Bayesian method for finding change-point detection in 
signals [18], [22]. In this paper, Bayesian online inference in 
models of data series is constructed by change-points, and it is 
tested on simulated data. 

The purpose of this study is to represent the influence of 
signal characteristics for finding the change-point detection in 
artificial datasets. The simulations of this paper are 
implemented in two sections. Firstly, the estimation of a single 
change-point with fluctuating position is discussed. Secondly, 
the case of multiple change-points in signal is simulated. Such 
artificial signals represent test scenario for detecting abrupt 
changes in localization of change point. 

In first section, one built-in change point is applied to 
signal. Signal is divided in two segments which include SNR 
and mean value of data. An important problem, in change-
point detection, is detection of the similar locations in many 
different statistical features of the data. Another important 
aspect of these simulations is to find critical and correlated 
behavior of signal by allowing fluctuations in the precise 
location of the change-points.  

IV. SIGNAL CHARACTERISTICS FOR EACH SEGMENT BETWEEN 

CHANGE POINTS 

Number and position of change points, and value of the 
variance and mean value parameters are assumed to be known 
in simulations. Details of variance and mean value and 
location of change point in artificial signals are reported in 
Tables I and II. 

V. INVESTIGATION OF A SINGLE FLUCTUATING POSITION OF 

CHANGE-POINT IN SIGNAL  

First case study of our simulation is plotted in Fig. 1. This 
signal is segmented in two parts and change point location is 
applied to signal in position of step 100 and mean value of 
data in across of this point is changed to mean value of 1 to -2 
and variance of signal in two segmentations of signal is same. 
In Fig. 2 distribution of change point location is shown and it 
is evident that the prediction of location for change point is 
recognized properly in step 100. This simulation demonstrates 
that when there is a correlation for event in across of the 
critical transition or change point then variations of mean 
value of signal have more influence than variance of data. For 
this simulation the numbers of nodes in run-length distribution 
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as a function of time are plotted in Fig. 3. 
 

TABLE I 
DATA CHARACTERISTICS IN SINGLE CHANGE-POINT CONDITION 

	 	 Variance value in 
each segmentation 

Mean value in each 
segmentation 

	 	

Simulation 
number 

#1 Step(1-100) 4 Step(1-100) 1 100 Location of 
proper change 

point 
Step(100-200) 4 Step(100-200) -2 

#2 Step(1-100) 4 Step(1-100) 1 100 

Step(100-200) 3 Step(100-200) -2 

#3 Step(1-100) 4 Step(1-100) 1 100 

Step(100-200) 2 Step(100-200) -2 

#4 Step(1-100) 4 Step(1-100) 1 100 

Step(100-200) 3 Step(100-200) -4 

#5 Step(1-100) 4 Step(1-100) 1 100 

Step(100-200) 2 Step(100-200) -4 

 
TABLE II 

DATA CHARACTERISTICS IN MULTIPLE CHANGE-POINT CONDITION 

Variance value in 
each 

segmentation 

Simulation #1 Simulation #2 

Step(1-100)=4 Step(1-100)=4 

Step(100-200)=2 Step(100-200)=3 

Step(200-300)=4 Step(200-300)=4 

Step(300-400)=2 Step(300-400)=3 

Step(400-500)=4 Step(400-500)=4 

Mean value in 
each 

segmentation 

Step(1-100)=1 Step(1-100)=1 

Step(100-200)=-2 Step(100-200)=-2 

Step(200-300)=1 Step(200-300)=1 

Step(300-400)=-5 Step(300-400)=-5 

Step(400-500)=3 Step(400-500)=3 

Location of 
proper change 

point 

Step(1-100)=100 Step(1-100)=100 

Step(100-200)=200 Step(100-200)=200 

Step(200-300)=300 Step(200-300)=300 

Step(300-400)=400 Step(300-400)=400 

Step(400-500)=500 Step(400-500)=500 

 
Characteristics of different simulations in next sections are 

described in Tables I and II. One problem of this approach is 
that on different steps, the algorithm may find change point in 
different locations which have a small posterior probability of 
being a proper change point, when in fact there is only one 

true change point. In Simulation number 2 signal is plotted in 
Fig. 4. In Fig. 5 distribution of change point location is shown. 
Simulation results confirm that, when the noise is not too 
correlated in each segmentation several change points exist. 
Generally, variations in the generative parameters in signal are 
often a crucial aspect of real world signal which encompass of 
many separate parameter regimes. An inability to react to 
regime changes can have an adverse effect on predictive 
performance. 

In simulation number 2 there are some points that have a 
low probability of being exact change point that this is an 
artifact of algorithm and if the correlation between events is 
low then this local maxima of posterior probabilities is more 
obvious. If this happens, some non-change points will 
accumulate significant probabilities. In most conditions 
however, these distributions will have lower probabilities than 
the true change points. In Simulation number 3 signals is 
plotted in Fig. 6 and in Fig. 7 distribution of change point 
location is shown. In this condition the true change point is 
more evident localized from distribution because of lower 
variance in second segmentation of the signal. 

 

 

Fig. 2 Change point detection for artificial data with one built-in change point 
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Fig. 3 The run-length distribution in data or distribution of change point location 
 

 

Fig. 4 Numbers of nodes in run-length distribution as a function of time 
 

 

Fig. 4 Change point detection for artificial data with one built-in change point and more variance 
 

 

Fig. 5 The run-length distribution in data or distribution of change point location 
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Fig. 6 Change point detection for artificial data with one built-in change point and complex statistical characteristics 
 

 

Fig. 7 The run-length distribution in data or distribution of change point location 
 

 

Fig. 8 Change point detection for artificial data with one built-in change point 
 

In simulations 4 and 5 firstly mean value of data is changed 
and has more reduction in change point locations. Signals for 
Simulations 3 and 4 are plotted in Figs. 8 and 10. In Figs. 9 
and 11 distribution of change point location is plotted. In these 
simulations many of the points around the accurate change 
points have slight probability values and firstly it proves that 
mean value variation has more effect to detection of proper 
change point and then for better constructing iteration of 
algorithm we can combine all of the close change points into 
one. For instance, if a time point has a higher posterior 
probability of being a change point than the time points 

closely before and after it, algorithm can consider it as a 
change point. This grouping algorithm is so important for 
conditions when the mean value of data has more variations 
from variance or when we have more knowledge about data 
we can use another grouping method. This grouping includes 
creation a window scale of a certain length around each peak 
in all groups. Also, models of complex systems are generally 
not precise enough to predict consistently where critical 
thresholds may occur. Most of the time, the dynamic of 
systems near a critical point have common properties. In 
models, critical thresholds in modeling for such transitions 
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relate to bifurcations points in terms of equation in dynamical system. 
 

 

Fig. 9 The run-length distribution in data or distribution of change point location 
 

 

Fig. 10 Change point detection for artificial data with one built-in change point 
 

 

Fig. 11 The run-length distribution in data or distribution of change point location 
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and 16 distribution of change point location are plotted and 
numbers of nodes in run-length distribution as a function of 

time are plotted in Fig. 14. The data are simulated for 
conditions when system is in bifurcation case. This is evident 
from results that in these conditions many change points is 
taken place especially in simulation 2 that data have more 
variance in segmentations. Generally, when systems pass, 
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bifurcation points the leading eigenvalue of system that 
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becomes zero. This infers that as the system is near such 
critical points, it becomes gradually slow in recovering from 
small perturbations. It can be revealed that when a bifurcation 
is taken place in segmentation of signal, some important 

changes in the pattern of signal are predictable to occur. Also, 
increasing variance is another source of changing and 
detecting change points in algorithm. 

 

 

Fig. 12 Change point detection for artificial data with multiple built-in change point 
 

 

Fig. 13 The run-length distribution in data or distribution of change point location 
 

 

Fig. 14 Numbers of nodes in run-length distribution as a function of time 
 

VII. CONCLUSION 

In this paper a Bayesian approach for detecting of abrupt 
change in temporal zone of signal is investigated. The location 
of abrupt changes, in different simulations, is computed for 
showing the importance influence of the statistical 

characteristic of signal. And one of the main contributions of 
paper is related to the estimation of behavior rate in signal and 
identification of abrupt change location depends to regions of 
high density in signal and algorithm must be designed better in 
this condition for obtaining these parameters. 
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Fig. 15 Change point detection for artificial data with multiple built-in change point 
 

 

Fig. 16 The run-length distribution in data or distribution of change point location 
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