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Abstract—This paper introduces a digital method for fault section
identification in transmission lines. The method uses digital set of the
measured short circuit current to locate faults in electrical power
systems. The digitized current is used to construct a set of
overdetermined system of equations. The problem is then constructed
and solved using the proposed digital optimization technique to find
the fault distance. The proposed optimization methodology is an
application of simulated annealing optimization technique. The
method is tested using practical case study to evaluate the proposed
method. The accurate results obtained show that the algorithm can be
used as a powerful tool in the area of power system protection.
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voltage, simulated annealing.

I. INTRODUCTION

HE primary task of the protection system in electrical

networks, is to detect faults occurring on transmission lines
as fast as possible. Another important job is to locate the fault
point accurately. Therefore, it is essential to use an accurate
detection method that can predict and locate the faulty section
at high degree of accuracy in order to reduce the interruption
time Different methods have been proposed, some of these
methods are based on state estimation techniques while others
are based on heuristic search techniques. Both static and
dynamic techniques were presented within the state estimation
scope. The least error squares and least absolute value were
widely proposed. These methods represent the static family. In
[1], authors presented a method relies on the well-known least
error square (LES) estimator. The technique uses digital
samples for the captured waveforms of both voltage and current
at the sending end to find the impedance up to the fault point.
The fault distance is consequently calculated by assuming that
the line reactance is proportional to the line length up to the fault
point. Kalman Filtering (KF) and weighted least absolute value
dynamic filters are also widely presented as dynamic state
estimation techniques. In [2], the use of dynamic filter to
estimate the fault location on-line is presented. In this paper the
impedance up to the fault point is calculated using the collected
voltage and current samples at the sending end terminals [3].
The widely used discrete fast Fourier transform (FFT) was
implemented by Sheng in [4]-[6]. In these works, methods
based on discrete Fourier transform that uses voltage and
currents samples at both ends of the transmission line was used.
In application of the FFT, there are some assumptions
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imbedded. These assumptions based on the fact that the signal
is stationary; and the sampling theorem is satisfied. Application
of the FFT transforms algorithm without pay attention to these
basic assumptions would lead to inaccurate results.

Artificial neural networks (ANN) and Expert systems (ES)
techniques have been suggested and used in this field also [3].
Fukui [7] used a method based on expert systems. He claimed
that the method can estimate the fault section using the
information available at protective relay. Reference [8] gives a
review for ANN based techniques used in this area and
discusses both advantages and disadvantages. Heuristic search
techniques such as particle swarm optimization (PSO) and
genetic algorithm (GA) methods have been also widely
presented. The use of genetic algorithms for fault section
estimation in sub-transmission networks is presented in [9],
[10].

A comprehensive review on the methods used for fault
detection, classification and location in transmission lines and
distribution systems, is well presented and evaluated in [11].

This paper presents an efficient method based on simulated
annealing optimization technique (SA) for locating fault point
on transmission lines. In this work the only the sending end
short circuit current are used to formulate an overdetermined
system of equations. All variables are expressed as a function
of the distance up to the fault point. The problem is presented
as a mixed estimation and optimization one. The objective is to
minimize the absolute error in estimated state parameter.
Results obtained are discussed. It is shown that the proposed
technique efficiently estimates the fault location during three
phase short circuit events. It is evident that the technique can be
extended to cover all types of faults including unsymmetrical

[3].

II. MATHEMATICAL MODELING

The power system shown in Fig. 1 is used to perform the
study. It is assumed that the fault happens at different locations
from the sending end terminals. For simplicity and without
losing the generality, the three-phase symmetrical short circuit
current is expressed as [3]:

—t/T' —t/r"
it)=Esinet +0) ——+e  d Lo L1yl
*deq Xdeq *deq Xdeq *deq
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where i(t) the symmetrical short circuit current, E represent the
machine induced emf and 0 represents the phase angle of the
voltage, also the transient and subtranisent reactance's are
presented as a function of the line length to the fault point as:

Xdeq =Xg T X X *L

d

"

— *
=Xgq T X+ X L

'
Xxdeq =X, +Xr+xq *L

()
x”deq

where Ta is the transient short circuit time constant, 74 is the

sub-transient short circuit time constant, X; is the transformer
per unit reactance, Xy is the transmission line reactance per

mile, L is the length of line up to the fault point:

OHOA HO+

Fig. 1 System under consideration

For simplicity we can neglect the subtransient part. Indeed
this will not affect the accuracy providing that data considered
after the subtransient period. Now, (1) can be rewritten after
using the first three terms of Taylor expansion as:
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The symmetrical short circuit current flowing at the machine
terminal is sampled at a pre-selected rate at equal time intervals,
At , there will be m equations one for the current at each time
sample i(t), starting from t; and ending at t,, . Knowing that the
samples Z, to Z, are available, and the fundamental frequency
is known, [3]

The following discrete system of equations can be written:

(1) x e
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In a compact form we can write:

[ZO)]1=HO LX)+ [e®] (6)

International Scholarly and Scientific Research & Innovation 13(7) 2019

where [Z(t)] is the m X 1 current samples vector; O[H(t)] is the
m X 8 information vector which can be calculated off- line;
[X(t)] are the 8 x 1 state vector to be estimated, from which X ¢
, Xd, Td can be obtained; [e(t)] is the m X 1 unknown
measurements error vector assumed to be a white (uncorrelated)
sequence with the following statistics; E{e(k)}=0, E{e(k)e(j)*
+=R(K) only if k=j, otherwise it equals 0.

[xl‘l cosB{A + B}
|*2| | sin6{A4 + B} |
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where I = 1,2,.....m. (5) and (8) represent the problem in state
space form. In order to find the fault distance (L), it is required
to find the state vector [X]. With state vector and applying (2),
(9), and (10), the fault point can be located using the following
simple equations:

Xdeq = -(F 2/G-M)

X deq =1/M )
Td =F /G

M= ,xf + x2
F=/x2+x2 (10)

G = ,x§+x§

Using (2), the length L can be found from any of the three. It
worthwhile to notice that results from the three equations can
be slightly different. The values presented in Tables I and II are
the average.

II1.

SA emulates the physical gradual cooling process (called
annealing) that produces high quality crystals, i.e. better
strength properties, in metals. The two major steps in SA are
the transition mechanism between states and the cooling
schedule with the objective being finding the state with
minimum energy. Forming a perfect crystal is simply done by
properly controlling temperature in the annealing process. In

PARAMETER ESTIMATION BY SIMULATED ANNEALING
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SA, a new solution candidate is randomly generated at each
iteration. A probability distribution with a scale proportional to
the control parameter, i.e. temperature, governs the distance of
the new solution candidate from the existing solution. Measure
of solutions’ goodness is made by computing and comparing
the objective function values. The temperature parameter
decreases based on a cooling schedule as the algorithm
converges to the optimal solution.

This optimization technique was proposed independently by
Kirkpatrick et al. in 1983 [15] and by Cerny in 1985 [16]. They
have noted that alternative physical states of the matter
resemble the solution space of an optimization problem and the
objective function of an optimization problem corresponds to
the free energy of the material. Forming a perfect crystal
corresponds to finding the optimal solution whereas a crystal
with defects corresponds to finding a local solution. In both
papers, SA was introduced to solve combinatorial problems by
adapting the crystallization process model developed by
Metropolis et al. [17]. This model generates a sequence of states
of a solid and assumes that the probability for a physical system
to have a certain energy level E is proportional to Boltzmann

-E

factor €' , where K denotes the Boltzmann constant, when
the thermodynamic equilibrium is reached at a given
temperature T. Assuming a solid in initial state xi with energy
level Ej and the next state X; with energy Ej, if the difference
between the two energy levels is less than or equal to zero, the
new state Xjis accepted. Otherwise, if the difference is greater
than zero, the new state is accepted with probability

(5]
P(E,T)=c¢e' """ an
The general proposed SA algorithm presented here is
basically an optimization technique. To use the algorithm as an
estimator, it is necessary to formulate the objective function in
such away that minimizes the absolute estimation error. The
algorithm used in this work can be summarized as follows:

Step 0: Initialize the temperature, Tinitial.
Step 1: Generate some initial random solution, Xi(at step 1).
Step 2: Evaluate the objective function,
Fi (in our case Fi = Ei).
Step 3: After certain amount of iterations, the temperature is reduced.
If the temperature criterion is satisfied go to step 10.
Step 4: If the iteration is satisfied go to step 9.
Step 5: Generate a new solution, X;.
Step 6: Evaluate the objective function Ei.
Step 7: Acceptance test: if Ej-Ei < 0, then store the new solution.
Otherwise, accept the new solution with a probability, P(E,T).
Step 8: If the objective function remains the same consecutive times,
go to step 9 else go to step 4.
Step 9: Reduce the temperature and go to step 3.
Step 10: Stop if termination criterion is met.

IV. RESULTS

The high voltage system described earlier in Fig. 1, is used
to perform the study. The system consists of an equivalent
generator 25 MVA, 13.8 KV feeding a load through 30 MVA,
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13.8/69 KV transformers with 0.1 pu reactance and a short
transmission line. The Transmission Line is 50 miles long; the
line has impedance of 0.2+j0.8 ohms per mile with neglected
capacitance [3].

Xd =1.7pu.

1
Xd = 0.256 p.u.
Td = 0.26sec.
Xd =0.185p.u.

Td = 0.0276 sec.

Different study cases are performed including different dat
window size, different fault location and different sampling
rate. Samples of the resulted are presented and discussed in next
sections.

A. Effect of Data Window Size

The effect of the data window size is examined in this
section. A three phase short circuit is assumed to happen at
distance of 20 mile from the sending end point. Figs. 2 and 3
show the simulated phase current following In Fig. 2 the phase
angle was zero while in figure three the angle was 0.1 radians.
Extensive runs were performed, sample of the results are
presented here. Table I summarizes the results of the first case
(phase angle=0). In this table, we used data window size from
1 to 8. The sampling rate is 1 kHz while the window covers
from one complete cycle to eight complete cycles. It is assumed
that the fault exact location is 20 miles. The steady state voltage
is 1 pu while the phase angle is zero. Examining the table, it is
clear that the all window sizes give accurate results.
Considering the calculation time, and knowing that the process
is an on-line process where the detection time is an important
factor, the window size 1 can be recommended and chosen for
further studies as it gives very small error. One cycle support
the fast decision. With less number of samples the algorithm
can detect the fault accurately and very fast.
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Fig. 2 Symmetrical short circuit current (phase angle=0)
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Fig. 3 Symmetrical short circuit current (phase angle=0.1 rad)

TABLE 1
ESTIMATED FAULT LOCATION (L) IN MILES: EXACT FAULT LOCATION = 20
MILES, VARIABLE WINDOW SIZE

Number of samples Window size Estimated fault location (miles)

10 1 20.11
20 2 20.11
30 3 20.14
40 4 20.13
50 5 20.13
60 6 20.23
70 7 20.20
80 8 20.20

B. Effect of Sampling Rate

As concluded in the previous section, a data window size of
1 cycle gives accurate results. Therefore, this window will be
used in the following study case. In this case, a one cycle is used
with different sampling rates to evaluate the behavior of the
algorithm. Sampling rates used started from 1000 Hz up to 4000
Hz in step of 500 Hz. Results are displayed in Table II. The
window size is fixed in this table at one. The exact fault is still
at 20 miles. The table confirms the accuracy of the technique.
The accuracy is almost the same for number of samples up to
40, after this, results starts to be inaccurate. The higher
sampling rate could cause redundancy in the measurement set.
The algorithm starts to give inaccurate results. As long as the
sampling theorem is satisfied, the higher sampling rate is not
recommended. In our study and based the sampling theorem it
is recommended to have sampling frequency higher than 100
Hz. It is clear that 1000Hz. will be more than enough.

TABLEII
ESTIMATED FAULT LOCATION (L) IN MILES
EXACT FAULT LOCATION = 20 MILES, VARIABLE SAMPLING RATE

Number of samples Sapling rate Estimated fault location (miles)

20 1000 20.11
30 1500 20.19
40 2000 20.16
50 2500 20.46
60 3000 20.46
70 3500 22.71
80 4000 23.15
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V. CONCLUSION

A digital heuristic-based method for on-line fault location in
transmission lines is presented in this paper as a powerful tool
in the area of power system protection. The technique is a
dynamic algorithm and successfully applied to the problem of
allocating fault point in overhead transmission lines. The
proposed method uses only a set of digital measurements of
short circuit current waveform at the sending end terminal only.
The formulation is presented in state space form for solving
estimation problem. Short circuit current at the sending end of
the transmission line at different window sizes and different
sampling rates are generated and sampled to test the proposed
algorithm. The proposed algorithm is then used to find the exact
fault distance. Results obtained show that the technique can be
used as on-line method for determination of fault location in
only one cycle with a very high degree of accuracy. Data
collected only at the sending end terminals, no need for
synchronization between data collected at both transmission
line ends.
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