
 

 

 
Abstract—A major challenge in medical studies, especially those 

that are longitudinal, is the problem of missing measurements which 
hinders the effective application of many machine learning 
algorithms. Furthermore, recent Alzheimer's Disease studies have 
focused on the delineation of Early Mild Cognitive Impairment 
(EMCI) and Late Mild Cognitive Impairment (LMCI) from 
cognitively normal controls (CN) which is essential for developing 
effective and early treatment methods. To address the aforementioned 
challenges, this paper explores the potential of using the eXtreme 
Gradient Boosting (XGBoost) algorithm in handling missing values 
in multiclass classification. We seek a generalized classification 
scheme where all prodromal stages of the disease are considered 
simultaneously in the classification and decision-making processes. 
Given the large number of subjects (1631) included in this study and 
in the presence of almost 28% missing values, we investigated the 
performance of XGBoost on the classification of the four classes of 
AD, NC, EMCI, and LMCI. Using 10-fold cross validation 
technique, XGBoost is shown to outperform other state-of-the-art 
classification algorithms by 3% in terms of accuracy and F-score. 
Our model achieved an accuracy of 80.52%, a precision of 80.62% 
and recall of 80.51%, supporting the more natural and promising 
multiclass classification. 
 

Keywords—eXtreme Gradient Boosting, missing data, Alzheimer 
disease, early mild cognitive impairment, late mild cognitive 
impairment, multiclass classification, ADNI, support vector machine, 
random forest. 

I. INTRODUCTION 

LZHEIMER’S Disease (AD) is a pervasive 
neurodegenerative disorder and the most prevalent form 

of dementia. According to the Alzheimer's Association, AD is 
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the 6th leading cause of death in the United States with over 
5.7 million Americans affected by 2018, a number expected to 
increase up to 14 million [1]. Presently, there is no known 
remedy for AD.  

AD progresses gradually, typically resulting in episodic 
memory loss and behavioral changes. This combination of 
ambiguous and varied effects and unsettling, yet subtle 
progression of the disease, complicates the pursuit of realistic 
AD diagnosis models. Currently, cognitive tests are the best 
diagnostic tool, but they are still far from ideal in determining 
the causality of the disease. In an attempt to improve AD 
predictive models, researchers are exploring other biomarkers 
to enhance the diagnosing of AD, including structural 
Magnetic Resonance Imaging (MRI), functional MRI, 
Positron Emission Tomography (PET), Cerebrospinal Fluid 
(CSF) and genetic biomarkers (APOE) [2]-[5].  

In recent years, machine learning algorithms have become 
the subject of interest for different applications [6]-[8]. AD 
studies have in large part dealt with binary classification with 
mixed success, especially for the challenging classification of 
CN vs. EMCI subjects. These reported results are further 
affected when the more pragmatic multiclass classification is 
assumed. Therefore, early reliable diagnosis of AD through an 
amalgamation of functional, structural, metabolic 
measurements, together with the cognitive tests (preferably 
not the ones used at baseline), genetic data, and other 
biomarkers like CSF is crucial to understand the disease and 
its transition phases and for the prospects of planning early 
treatment. Accordingly, it is essential to understand and 
delineate the different stages of AD in a multiclass process 
and be able to develop concise methods to predict and detect 
the disease in its earliest manifestations. To address this, many 
scientists agree that AD is not a binary classification problem 
(AD from CN) but a multiclass problem where AD progresses 
through multiple stages [9]-[13]. 

In clinical trials, which are longitudinal in nature, one of the 
major impediments is the problem of missing data. Many 
instances of input data are partially missing even in the most 
popular and comprehensive datasets, such as the ADNI 
(Alzheimer's Disease Neuroimaging Initiative) dataset. This 
problem becomes more complex when the dataset is crafted 
from multiple modalities. The difficulty in scheduling follow 
up visits and high drop-out rates, due to health and aging 
issues, are problematic obstacles. In addition to the 
aforementioned issues, data corruption, noise and 
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misalignment exacerbate this problem further, making the 
potentially significant data samples difficult to render or 
restore [14]. These missing measurements hinder the 
performance of potentially good models. Often, algorithms 
would either (a) discard subjects with missing values from 
further experimentation, or (b) replace the missing values with 
zero values or the mean of the given attribute. AD diagnosis 
and prognosis could vastly benefit from an effective 
mechanism for estimating missing values. However, high 
dimensional datasets usually have nonlinear and complicated 
correlations; an issue that greatly interferes with conclusive 
estimation. Therefore, it is important to develop a model to 
overcome the missing data challenge and make use of the 
statistical information of the available data. 

In determining avenues for correctly modeling AD in its 
different stages, the large number of dimensions (which is 
defined by the number of variables in the data) has made it 
difficult to obtain an optimal solution even when deploying 
the most effective learners. This challenge has led to utilizing 
a technique known by researchers as boosting [4], [11], [15]. 
In the development of machine learning algorithms, there 
exists the notion of weak versus strong learners, where a weak 
learner has less than random chance accuracy and a strong 
learner results in an accuracy greater than random chance. 
Boosting methods combine weak learners to create a strong 
learner in situations where a strong learner is not available. 
The study of [11] utilized a Gradient Tree Boosting 
(TreeBoost) technique with M5 decision trees to make 
predictions of cognitive scores in Alzheimer’s patients. This 
study was able to accurately predict cognitive scores up to 14 
months, which is potentially helpful for detecting MCI to AD 
converters. However, this investigation does not segregate 
EMCI and LMCI subjects and has focused only on predicting 
cognitive scores. Natarajan et al. introduces a three-way 
classifier that bases its decisions on structural MRIs [16]. 
They accomplished this by segmenting clinically significant 
areas and using a relational learning algorithm to provide 
classification, combined with the use of gradient-tree boosting. 
The experiments in this paper were successful in 
discriminating AD from MCI and AD from CN subjects, but 
had a high number of false positives and false negatives in 
delineating CN from MCI, a more crucial stage for early 
intervention and treatment planning. The methodology 
employed here is promising since it achieved progress 

producing predictions based on neuroimaging modalities, but 
it falls short in accurately detecting the prodromal stages of 
AD. Zhang et al. developed an algorithm to effectively predict 
the cognitive scores of subjects and compared the use of 
different boosting methods [4].  

Following the promising results of the aforementioned 
articles, this paper applies gradient boosting technique to 
create a model that can discriminate all the prodromal stages 
of AD to include CN, EMCI, LMCI and AD. This will allow 
for determining whether a subject has the potential to convert 
to AD at an earlier stage, while ample time for treatment is 
also made possible. 

The remainder of this paper is organized as follows. The 
method and data considered in this study are described in 
Section II, followed by results and discussion in Section III. 
Finally, conclusion is provided in Section IV.  

II. METHODS AND DATA 

A. Gradient Boosting  

Bagging and boosting are well-known forms of ensemble 
techniques which rely on a collection of predictors to make a 
final prediction by voting or averaging. In bagging, multiple 
independent learners are built on the data and the predictions 
are combined by some model averaging techniques such as 
weighted average, normal average or majority voting. This 
model takes a bootstrap of data for each sub-model, making 
sub-models slightly different from each other. Each 
observation is selected with a replacement to be available as 
input for other sub-models. In this way, many uncorrelated 
sub-models are trained to make a final model with minimized 
error. 

On the other hand, in boosting, sub-models are not built 
independently but sequentially. A subsequent sub-model 
learns from errors of the previous sub-model. As such, 
observations do not have equal probability of occurrence in 
subsequent learners, and one with the higher error is weighted 
more to appear with higher chance. This causes the 
observation to be picked based on the error made in the 
previous sub-model. These sub-models can be any of the 
decision trees or other regressors and classifiers models [17]. 
Fig. 1 demonstrates the difference of the boosting and bagging 
techniques. 

 

 

Fig. 1 Illustration of bagging and boosting techniques 
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Gradient boosting is a form of boosting technique which is 
applied in both regression and classification problems. It 
defines a Mean Squared Error (MSE) loss function and tries to 
minimize it by using gradient descent, and consequently 
updating the prediction based on a learning rate. It basically 
updates the prediction in order to minimize the sum of the 
residuals. Fig. 2 shows the main steps of the gradient boosting. 

 

 

Fig. 2 Main steps of gradient boosting 

 

 

Fig. 3 Sample data point 
 

TABLE I 
BIOMARKERS 

Source Features 

Cognitive 
tests 

EcogPtMem, EcogPtLang, EcogPtVisspat, 
EcogPtPlan, EcogPtOrgan, EcogPtDivatt, EcogPtTotal, 

EcogSPMem, EcogSPLang, EcogSPVisspat, EcogSPPlan, 
EcogSPLang,EcogSPOrgan, EcogSPDivatt, 

EcogSPTotal,FAQ, MOCA, RAVLT 

MRI 
Ventricles, Hippocampus, WholeBrain, Entorhinal, 

Fusiform, MidTemp, ICV, FLDSTRENG, FSVERSION 
PET FDG, PIB amyloid, AV45 amyloid, CDRSB 

Genetic APOE4 

Demographic AGE, Gender, Education 

CSF Ab1, t-tau, p-tau 

B. Data 

To verify the described model in this paper, the data 
provided by the Alzheimer Disease Neuroimaging Initiative 
(ADNI) is used (adni.loni.usc.edu). This dataset is released in 

2003 as a project guided by Principal Investigator Michael W. 
Weiner, MD. This dataset mainly concentrates on biomarker 
assessments to estimate the progression of mild cognitive 
impairment (MCI) and AD [18]. 

ADNI data are composed of multiple modalities of data 
which are processed with a standard pipeline resulting in a 
large matrix of subject features and their test measurements. 
Subjects are ordered in rows and biomarkers in columns. From 
all biomarkers, the following indicators were selected; CSF, 
MRI, PET, genetics, cognitive tests, and demographics data. A 
sample data point is shown in Fig. 3. with the details of the 
features in the sample data summarized in Table I. The dataset 
characteristics are shown in Table II. In order to address the 
issue caused by pulling the data from various scanners with 
difference settings, we included the attribute defining the 
scanner type. 

 
TABLE II 

DATASET CHARACTERISTICS 

Group
Number of 

Subject 
MMSE Age 

Education 
years 

AD 342 23.21 ± 2.07 75.02 15.21 

CN 417 29.07 ± 1.12 74.75 16.31 

EMCI 310 28.30 ± 1.55 71.19 15.96 

LMCI 562 27.18 ± 1.80 73.99 15.86 

III. RESULTS AND DISCUSSION 

To illustrate the performance of the proposed approach, we 
performed experiments on the ADNI database. A total of 1631 
subjects including 342 AD patients, 562 LMCI, 310 EMCI, 
and 417 CN have been selected from the ADNI-Merge 
dataset. Almost all the samples in the pool of 1631 subjects 
and 39 features have at least one missing value, which in total 
results in around 28% of the data missing. Thus, discarding 
the samples with missing value takes a large part of this data 
out of consideration, so a solution for addressing the missing 
values should be implemented prior to any further 
investigations. Many studies are deploying the sparsity aware 
constrains to handle different types of sparsity patterns in the 
data including eXtreme Gradient Boosting (XGBoost) [19], 
[20].  

Therefore, in this paper, XGBoost classifier is proposed 
which not only addresses all four potential groups (CN, EMCI, 
LMCI, and AD) simultaneously, but also instinctively handles 
the missing data. A tenfold cross-validation is used to estimate 
the best hyper parameters for the XGBoost method. The 
results are compared with two state-of-the-art classification 
algorithms: Random forest (RF), which is a well-known 
bagging algorithm, and support vector machine (SVM). While 
both XGBoost and RF algorithms are robust to the unscaled 
datasets, the data must be scaled and normalized before being 
fed to the SVM. 

Particularly, subjects are separated into 10 parts (each part 
with a relatively equivalent size). Subjects from one part are 
chosen as the testing data, and the remainder is used as the 
training data. XGBoost from the XGB library [21], RF and 
SVM from the Scikit-learn library [22] have been adopted for 
training the classifiers. From Table III, which represents the 
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accuracy, F1-score, Precision and Recall of all classification 
techniques, it can be observed that XGBoost provides 
considerably better performance in multiclass classification in 
AD. 

Figs. 4-6 illustrate the AUC and ROC curves of the three 
algorithms on the classification of the four defined groups. 
Receiver Operating Characteristics (ROC) curve is one of the 
most important evaluation metrics, which shows the 
performance of a classification model at all thresholds. ROC is 
a probability curve, and AUC represents the degree of 
separability. These curve plots are based on the two 
parameters of true positive rate (TPR) and false positive rate 
(FPR) defined as follows: 

 

𝑇𝑃𝑅  ;     𝐹𝑃𝑅                    (1) 

 
TABLE III 

ALGORITHMS PERFORMANCE COMPARISON 

Model / Metrics Accuracy F-Score Precision Recall 

XGBoost 80.52 80.31 80.62 80.51 

RF 77.17 76.95 77.40 77.17 

SVM 74.58 74.40 75.98 74.58 

 

 

Fig. 4 Receiver Operating Characteristics for SVM 
 

 

Fig. 5 Receiver Operating Characteristics for RF 
 

Plotted in Fig. 6 is the ROC which shows how much the 
XGBoost model is capable of distinguishing between classes 
in comparison to SVM and RF, shown earlier in Figs. 4 and 5, 
respectively. These graphs show that the most difficult task is 
the correct classification of the patients in the class of LMCI 

with the AUC of 87% in XGBoost, 85% in RF and 79% in 
SVM. The challenge is that the LMCI subjects are usually 
misclassified with either EMCI or AD. 

 

 

Fig. 6 Receiver Operating Characteristics for XGBoost 

IV. CONCLUSION  

This paper demonstrates the superiority of XGBoost in the 
complex scenario of multiclass classification of AD subjects 
while contending with the missing data challenge. The focus 
was placed in segregating the MCI group into EMCI and 
LMCI subjects, which has not been well explored yet. The 
intention is to use all prodromal stages of the disease in a 
multiclass process, which is more natural and realistic.   

Multimodal studies that incorporate several biomarkers are 
shown to improve the classification and prediction in 
Alzheimer’s related research. However, capturing data from 
multiple sources imposes the process of handling the missing 
data issues. A primary objective of this paper was to seek a 
high classification performance in delineating the subtler and 
challenging groups of CN and EMCI. These ensure early 
detection and enable early intervention and treatment 
planning. We received the best accuracy possible showing that 
the XGBoost algorithm offers a clever way to handle missing 
data. 
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