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#### Abstract

This paper presents a real time video surveillance system which is capable of tracking multiple real time objects using Polar Vector Median (PVM) and Block Coding Modes (BCM) with Global Motion Compensation (GMC). This strategy works in the packed area and furthermore utilizes the movement vectors and BCM from the compressed bit stream to perform real time object tracking. We propose to do this in view of the neighboring Motion Vectors (MVs) using a method called PVM. Since GM adds to the object's native motion, for accurate tracking, it is important to remove GM from the MV field prior to further processing. The proposed method is tested on a number of standard sequences and the results show its advantages over some of the current modern methods.
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## I. INTRODUCTION

REAL time object tracking has significant role in many applications nowadays such as video communication, human computer interaction, video compression, video surveillance, monitoring and security etc. Especially with increasing demands in surveillance applications, tracking in compressed video streams is essential for memory administration and time and speed necessities over the system for the constant situations. Adaptable video coding (AVC), an augmentation of H.264/AVC, empowers the video administrations with low resolutions yet with high reconstruction quality for decoding [1]. Our proposed tracking algorithm makes use of BCM information and MVs information from the H.264/AVC compressed bitstream, which could be used to enhance region analysis and scene interpretation in the compressed domain [13]. In the literature, however, even systems that fully decode the bit stream are sometimes referred to as compressed domain approach [14], [15], on condition that pixel values are not recovered for all frames. The pixel information leads to lower accuracy, but the advantage of compressed domain methods in practical applications is their generally lower computational cost. This is due to the fact that part of decoding can be avoided. In video, the viewer's attention usually remains on a salient region for several consecutive frames.

The proposed method uses only the MVs and BCM from the compressed bit stream to perform tracking. In addition, since most video contents nowadays are only accessible in the
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compacted shape, unraveling is required with the end goal to produce pixel space data. Then again, "compacted area" approaches make utilization of the information from the packed video bit stream, for example, MVs square coding modes, movement repaid forecast residuals or their change coefficients [2]-[6]. It is outstanding that movement strongly affects saliency in unique scenes. Consequently, various saliency estimation strategies have been recommended that depend on transient changes [16]. The resultant data streams still compose a valid data stream but with comparatively low frame resolution or data rate.

This paper presents real time object tracking method that uses only "MVs and BCM" information to perform fast and fairly accurate tracking. The method assumes a video bitstream coded using H.264/AVC [14].

## II.MV-Based Motion

MV is a segment in the movement estimation process in half and half video encoding framework to show the situation of current Macro Block (MB) in the reference outline. Consequently, by encoding this pointer and some level of distinction information to compensate the mistakes, the encoder can acquire well pressure productivity. MV comprises of two sections: flat and vertical part. MBs estimate is regularly 16 by 16 pixels and can be separated into segments to expand pressure effectiveness. H.264/AVC defines 4 segments ( $16 \times 16,16 \times 8,8 \times 16$, and $8 \times 8$ ) i.e. basic MBs and 3 sub-segments for $8 x 8$ segments ( $8 \times 4,4 x 8$, and $4 \times 4$ ). We identify movement event in video scene by utilizing a technique that arranges MBs in a casing dependent on the estimation of MVs of every MB as proposed [3].

At the point when a moving object goes through a specific locale in the scene, it will produce unique MVs in the comparing spatio-worldly neighborhood, a few MVs will relate to the foundation, others to the objection itself, and Mvs themselves might be extremely not the same as each other, particularly if the dispute is adaptable. Then again, a region of the scene secured altogether by the foundation will have a tendency to have steady MVs, caused for the most part by the camera movement. MVs in a given spatiotemporal neighborhood could be utilized as marker of the distance of moving objects, which thus indicates potential for pulling in consideration.

The aim of this paper is to provide a framework for tracking moving objects in compressed domain based on MVs and associated BCM alone. The object of interest is selected by the user in the first frame, and then tracked through subsequent frames [12]. The standard vector median would be the vector
from the list with minimum total distance and the existence of outliers, however, has an adverse effect on the vector median. We offer to do this based on the adjacent MVs using a method called PVM.

$$
\begin{align*}
& \mathrm{\llcorner } \hat{v}=\text { median }\left(\left\llcorner v_{i}\right)_{i=I: I+m-1}\right.  \tag{2}\\
& \|\hat{v}\|_{2}=\operatorname{median}\left(\left\|v_{i}\right\|_{2}\right)_{i=1:} \tag{3}
\end{align*}
$$



Fig. 2 One of the first-order neighboring MBs is also intracoded, and the remaining neighbors have MVs assigned to variably sized blocks

[^0]Fig. 3 shows the effect of assigning PVM of neighboring blocks to intra-coded blocks on frame of the Hall Monitor sequence [7]-[11].


Fig. 3 Intracoded blocks indicated by yellow squares
The intra-coded blocks are indicated in Fig. 3, the labeling with zero MV assignment to intra-coded MBs is shown in Fig. 4, while the labeling with PVM assignment to intra-coded MBs is shown in Fig. 5. All pixels in a given block are assigned the label of that block. By comparing with the manually segmented ground truth, one can identify correctly labeled object pixels (true positives - TP), non-object pixels incorrectly labeled as object pixels (false positives - FP), and missed object pixels that are labeled as non-object pixels (false negatives - FN). It is easy to see that detection is improved by

PVM assignment around the man's feet in the bottom parts of Figs. 4, 5


Fig. 4 Tracking result without PVM assignment
MVs are commonly created around regions of movement. In any case, MVs, some of the time, exist in territories in which there are no moving items. MVs do not generally speak to genuine movement since they are created to enhance the pressure proportion. We need to pick the right MV. Fig. 4 indicates macroblocks where MVs exist. The filled region speaks to where MVs are beyond threshold. At the point when the objective individual is strolling, MB around the individual has an extensive MV. On the correct side, there is no moving object yet rather there are huge MVs, or MV noise.


Fig. 5 Tracking result with PVM assignment. True positives (TPs) are shown as green, false positives (FPs) as blue and false negatives (FNs) as red

TABLE I
Total Average of Precision, Recall, and F-Measure (in Percentage) OF PROPOSED METHOD

| Precision | Recall | F -Measure |
| :---: | :---: | :---: |
| 73.8 | 86.9 | 79.3 |
| 49.9 | 92.6 | 63.3 |
| 82.5 | 66.4 | 72.5 |
| 82.1 | 67.3 | 73.1 |
| 71.5 | 82.1 | 76.4 |
| 89.3 | 88.7 | 88.8 |
| 90.2 | 95.9 | 92.9 |
| 86.3 | 90.5 | 88.2 |
| sion $=76.9$, Recall $=85.4$, F measure $=79$ |  |  |

## VI. GMC

Global Motion (GM), caused by camera movement, affects all pixels in the frame. Since GM adds to the object's native motion, for accurate tracking, it is important to remove GM from the MV field prior to further processing. Given the parameters of the affine model, $\left[m_{1} \ldots \ldots m_{6}\right]$, a block centered at ( $\mathrm{x}, \mathrm{y}$ ) in the current frame will be transformed to a quadrangle centered at $\left(x^{\prime}, y^{\prime}\right)$ in the reference frame, where $\left(x^{\prime}, y^{\prime}\right)$ is given by

$$
\begin{align*}
& x^{1}=m_{1+} m_{2} x+m_{3} y \\
& y^{1}=m_{4+} m_{5}+m_{6} y \tag{4}
\end{align*}
$$

The MV due to affine motion is given by

$$
\begin{equation*}
\mathrm{V}(\mathrm{x}, \mathrm{y})=\left(x^{\prime}-x, y^{\prime}-y\right) \tag{5}
\end{equation*}
$$

This method reduces the influence of outliers in a reweighted iteration procedure based on the estimation error obtained using least squares estimation. This iterative procedure contains until convergence. GMC is based on perspective transformation Algorithm [9]-[11].

## Algorithm 2.

Step1. define constants (smallest block size in H.264)
Step2. center coordinates in image size only keep large size blocks and discard small size blocks and skip/intra coded blocks
Step3. remove the region of object (imagine the object in the previous frame has the same position in the current frame)
Step4. reduce weights for those blocks which are different from their neighbors
Step5. if there is not enough blocks to estimate GME then use all blocks
Step6. discard those blocks which we ignored it before
Step7. only use those blocks which might have background motion
Step8. if there is not enough blocks to estimate GME stop iterative estimation

In our approach, for the purpose of GME, we also discard the MVs [8] from the region that was occupied by the object in the previous frame. To get fast convergence to a stable solution and escape from being trapped in many local minima, we initialize the weighing factor for i-th MV based on its dissimilarity to neighboring MVs.


Fig. 7 Target at frame of Coastguard superimposed by scaled MV field after GMC

## V Conclusion

We have presented an approach to track moving objects in a H.264/AVC-compressed video. BCM and MVs are the proposed method, the H.264/AVC compressed stream is used to perform tracking process. As a result, the proposed method has a fairly low processing time and provides high accuracy
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[^0]:    Algorithm 1:
    Input $x$ : (array) $x$-component of a set of vectors $y$ : (array) y-component of a set of vectors
    Output
    med_x: (real value) x-component of output vector
    med_y: (real value) y-component of output vector
    Step1: define constants
    Step 2: compute the length of polar vector median
    Step 3: compute the angle of polar vector median
    Step 4: discard vectors with zero (or close to zero) length
    Step 5: calculate difference angles in clockwise direction
    Step 6: calculate polar median filtered vector

