
 

 

 
Abstract—Where human beings can easily learn and adopt 

pronunciation variations, machines need training before put into use. 
Also humans keep minimum vocabulary and their pronunciation 
variations are stored in front-end of their memory for ready reference, 
while machines keep the entire pronunciation dictionary for ready 
reference. Supervised methods are used for preparation of 
pronunciation dictionaries which take large amounts of manual effort, 
cost, time and are not suitable for real time use. This paper presents 
an unsupervised adaptation model for building agile and dynamic 
pronunciation dictionaries online. These methods mimic human 
approach in learning the new pronunciations in real time. A new 
algorithm for measuring sound distances called Dynamic Phone 
Warping is presented and tested. Performance of the system is 
measured using an adaptation model and the precision metrics is 
found to be better than 86 percent.  

 
Keywords—Pronunciation variations, dynamic programming, 

machine learning, natural language processing.  

I. INTRODUCTION 

ATTERN recognition in human is inherent ability to 
process the sounds and convert them into words. The input 

stream of speech is segmented into small segments of speech 
frames and converted into phonemes. The sequence of 
phonemes thus obtained, are converted into words. Due to 
pronunciation variability, a particular word will have many 
sequences of phonemes. These sequences are called 
pronunciation variations or accents. 

The pronunciation varies from person to person, and a 
person pronounces the same word in a different way under 
different conditions of emotion, and thus, it results different 
speech patterns and pronunciations. For example, the speaking 
style changes when asking for cup of tea in the board room 
and asking for the same at home. Thus, pronunciation 
variability depends on the speaker’s speaking style, mood, 
emotions [1], [2] and speaking habits like disfluencies [3]. The 
length of the vocal cords in the humans differs from person to 
person. Therefore, the frequencies generated would differ 
resulting in different pronunciation. The reasons for 
pronunciation variations are summarized in Fig. 1. 

The articulators in humans position themselves in different 
ways to produce a sound wave. The articulators move 
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continuously to produce different combination of sounds. As 
the articulators move in anticipation of the next sound, co-
articulation effect takes place causing pronunciation 
variability.  

The native language will influence the pronunciation of a 
person. For example, there are many languages spoken in 
India. The native language of the language has influence on 
the pronunciation of English language. Therefore, the 
pronunciation of English language spoken by different Indians 
will be different due to influence of the native language. 

 

 

Fig. 1 Causes for pronunciation variability 
 
In real-time scenario, humans use only a limited numbers of 

words for communication and therefore, those words and their 
pronunciation variations are remembered by them. The 
number of words will vary from person to person and it will 
vary between 600 to 200 words [4]. The pronunciations will 
be around 2 to 3 on average per word, and therefore, humans 
remember around 1200 to 6000 pronunciation variations. It is 
reasonable to expect the same number of words and their 
pronunciation in the front-end memory of machines as well 
[5], [6]. It keeps the size of the pronunciation dictionaries lean 
and agile. 

Related literature is discussed in the next section. The 
human articulatory system is explained in Section III. Theory 
related to measuring acoustic distance between two phonemes 
is explained in Section IV. Process to measure the distance 
between various phonemes of a language is detailed in this 
section. Dynamic Phone Warping (DPW) algorithm is 
explained in Section V. Experiments for measuring acoustic 
distance between two words or two pronunciations are 
detailed in this section. Section VI covers the adaptation 
model which covers the building up of the pronunciation 
dictionaries using an adaption model. The adaptation model is 
described in detail. A parameter called critical distance is 
covered. The results are analyzed in this section. 
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II. RELATED WORKS 

Pronunciation dictionaries are manually generated using 
linguistic knowledge. The original speech is recorded, and 
linguistic experts listen to the recordings and write the 
transcriptions. For example, The TIMIT speech corpus 
consists of speech data read by 630 different speakers. There 
are 438 males and 192 females, from eight different dialect 
regions. The training set has 420 speakers, and the test set has 
210 speakers, all read 10 sentences each. The training and test 
datasets are mutually exclusive to ensure data isolation and 
cross validation. 

Hahn et al. have used G2P methods for comparing large 
pronunciation dictionaries [7]. Algorithms are developed for 
grapheme to phoneme translation in [8]. It is used in 
applications used for searching the databases and speech 
synthesis. Adda-Decker and Lamel developed different 
algorithms for producing pronunciation variants depending on 
language and speaking style of the speakers [9]. Wester 
suggested pronunciation models which use both based on 
knowledge and data-driven [10]. Strik and Cucchiarini 
surveyed the literature covering various methods for modeling 
pronunciation variation [11]. 

Supervised methods are used for preparing pronunciation 
dictionaries [12]-[15]. These methods are manual, and 
therefore, they are slow, expensive, and manpower oriented. It 
is not possible to prepare a comprehensive pronunciation 
dictionary which covers all accents of all humans. The 
pronunciation dictionary should cover minimum vocabulary 
with a capability to enhance and update it as and when 
required automatically.  

Unsupervised methods are used for achieving such a 
capability. One such method was suggested by Park and Glass 
[16]. Similar patterns are extracted from raw speech and 
grouped together and labeled. The new patterns are matched 
with existing patterns and grouped into the class based on 
minimum distance criterion. Other methods included vector 
quantization, deep neural networks, and clustering methods 
[17]. 

III. HUMAN SPEECH PRODUCTION SYSTEM 

The human organs which participate in the production of 
speech sounds are called articulators. These are lips, nose, 
mouth cavity, nasal cavity, velum, tongue, trachea, vocal 
cords, esophagus, and pharynx cavity. Each articulator has 
certain preset positions. For example, tongue has three 
positions – front, mid and back. Vocal cords vibrate while 
producing voiced sounds like /b/, /d/, /g/, whereas they do not 
vibrate while producing unvoiced sounds /p/, /t/, /k/. 

The mechanism which produces sound is shown in Fig. 2. 
When humans breathe in, the lungs are filled with air. The air 
is released through the articulators to produce various sounds. 
The articulators change their positions temporarily and 
continuously and produce a sequence of sounds while the 
humans utter a word [18]. 

 

 

Fig. 2 Speech production mechanism 
 
The sounds which are produced through speech production 

system are called phonemes. A set of basic sounds 
characterizes a language. The Standard English language is 
composed of 39 phonemes. These phonemes are shown in Fig. 
3.  

 

 

Fig. 3 Classification of phonemes with weightages 
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IV. INTER-PHONEME DISTANCES 

There are three steps in computing phoneme to phoneme 
distance.  
a) Allot weights to various levels. 
b) Prepare feature sets of the articulators for each phoneme. 
c) Compute phonemic distance between various phoneme 

pairs. 

A. Allot of Weightage for Each Level 

Table I gives the weightages given to various levels.  
 

TABLE I 
WEIGHTAGE ASSIGNED TO FEATURES AT VARIOUS LEVELS 

Level No. Features Weight-age 

1 Phoneme (Root level) 4 

2 Vowel, diphthong, semi-vowel, consonant 3 

3 
Front, mid, back, liquids, glides, nasals, 
stops, fricatives, affricates 

2 

4 All other features 1 

 
The weights are extrapolated over various phonemes as 

shown in Fig. 3. 

B. Build Feature Sets for Each Phoneme 

The second step is to prepare a set of features for producing 
various sounds. Fig. 4 gives the set of feature for vowel IY 
and nasal M.  

 

 

Fig. 4 Feature sets of phonemes IY and M 

C. Compute Phonemic Distance  

The third step is to find the phonemic distance JD between 
the phonemes Pa and Pb using the following Jaccard similarity 
method. 

 
 JD (Pa, Pb) = 1- (Fa ∩ Fb) / (Fa ∪ Fb)     (1) 

 
The factors in the above equation are computed as shown in 

Fig. 5.  
An example of the above computations is given below. 
Phonetic distance between a front vowel IY and a nasal M 

is computed as follows.  
 Feature set Fa for the front vowel (Pa = IY) = {phoneme, 

vowel, front, high tense}.   
 Feature set Fb for the nasal (Pb = M) = {phoneme, 

consonant, nasal, alveolar}. 
 Features common to the feature sets Fa and Fb= (Fa ∩ 

Fb) = {Phoneme} 
 Weightage of the features common to both the feature sets 

W (Fa ∩ Fb) = 4.  
 Total features in both feature sets Fa and Fb = (Fa ∪ Fb) = 

{phoneme, vowel, front, high tense, consonant, nasal, 
alveolar). 

 Weightage of total features in both the feature sets  
W ((Fa) ∪ (Fb)) = {4 + 3 + 2 + 1 + 3 + 2 + 1) = 16.  
 Jaccard Similarity Coefficient JC (Pa, Pb) = W (Fa ∩ Fb) 

/ W (Fa ∪ Fb) = 4 / 16 = 0.25. 

 Jaccard Distance JD (Pa, Pb) = 1 – JC = 0.75. 
In the same way, the phonemic distances between all 1521 

pairs are computed and shown in Fig. 6. 
 

 

Fig. 5 Common and total feature sets of phonemes IY & M 
 

 

Fig. 6 Phonetic substitution cost matrix – A 3D view 
 

Average of all 1521 phonemic distances is computed and is 
considered as substitution cost to replace one phoneme by the 
other in the edit operations. Half of the substitution cost is 
considered as the cost of deletion or insertion operation and is 
called an indel. 

V.  DYNAMIC PHONE WARPING (DPW) 

DPW algorithm is designed to compute the acoustic 
distance between a pair of given words. The given words are 
converted into sequence of phonemes. Dynamic programming 
technique is used for temporal global alignment. Edit 
operations are used to compute the phonetic distance. The 
similarity index between two sequences of phonemes is 
normalized by the length of the phoneme sequence. The inter-
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phonemic distances computed in previous section are used as 
the cost of edit operations. 

The above process of computing the phonetic distance is 
termed as Dynamic Phone Warping (DPW). Flow chart for 
DPW algorithm is given in Fig. 7. 

 

 

Fig. 7 Flow chart of DPW algorithm 
 

Test setup is given in Fig. 8. Distance between a pair of 
words is computed using this setup. 

 

 

Fig. 8 Test setup to compute phonetic distance using DPW algorithm 
 

The process of distance computations is illustrated with the 
help of two examples. Results of experiment 1 are given in 
Fig. 9 and results experiment 2 is given in Fig. 10.  

 
T O M A T O 

T
 O

 M
 A

 T
 O

 (
1)

 

T AH  M EY  T OW 
0 0.31 0.62 0.93 1.24 1.55 1.86 

T 0.31 0 0.31 0.62 0.93 1.24 1.55 
AH  0.62 0.31 0 0.31 0.62 0.93 1.24 
M 0.93 0.62 0.31 0 0.31 0.62 0.93 

AA  1.24 0.93 0.62 0.31 0.37 0.68 0.99 
T 1.55 1.24 0.93 0.62 0.68 0.37 0.68 

OW  1.86 1.55 1.24 0.93 0.99 0.68 0.37 

Fig. 9 Phonetic distance between a pair of pronunciations 
 

  T O M A T O 

B
E

C
A

U
S

E
 

    T AH  M EY  T OW  
  0 0.31 0.62 0.93 1.24 1.55 1.86 
B 0.31 0.62 0.93 1.24 1.55 1.86 2.17 
IH  0.62 0.68 0.99 1.3 1.61 1.92 2.23 
K 0.93 0.99 1.3 1.61 1.92 2.23 2.54 

AH  1.24 1.3 1.36 1.67 1.98 2.29 2.6 
Z 1.55 1.61 1.67 1.98 2.29 2.6 2.91 

Fig. 10 Phonetic distance between a pair of words 

Two pronunciation variants of the word “TOMATO” are 
compared in experiment 1. The absolute distance is 0.37. The 
length of both the sequences is equal to 6. The absolute 
distance is normalized by dividing the same with the length of 
the longest sequence. Therefore, the normalized phonetic 
distance is equal to 0.062. 

Experiment 2 gives the results of distance measurements 
between a pair of phoneme sequences of two words. The 
absolute distance is equal to 2.91. The length of the longest 
sequence is equal to 6. Therefore, the normalized phonetic 
distance is equal to 0.485. 

A. Analysis 

Results from above two experiments reveal that the inter-
pronunciation phonetic distance is less than inter-word 
phonetic distance. 

Exhaustive experiments are conducted and precision of the 
classification into pronunciations and distinctive words is 
found to be 86.07%. The results are given in Fig. 11. 

 

Total Number of input word pairs Analyzed   =    201 
Total Number of errors                                    =    28 
Classification  Error Rate                                =   13.93% 

Fig. 11 Results of comparison of 201 pairs of words 
 
Statistical hypothesis tests are conducted using z statistic, 

and the results confirm that the phonemic distance can be used 
to classify the pronunciations from distinctive words.  

VI. ADAPTATION MODEL 

Architecture of adaptation for preparation online 
pronunciation dictionaries from input speech is given in Fig. 
12. 

 

 

Fig. 12 Architecture of the adaptation model 
 
The input speech is converted into sequence of phonemes 

and given to adaptation model as sequence SeqA. It is 
compared with all the phoneme sequences existing in the 
pronunciation dictionary. The pronunciation dictionary is 
organised as a multi-layer code book and the pronunciations 
are grouped into various word classes. A resolution module is 
designed to classify the input phoneme sequence into a 
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pronunciation variant of an existing word in the dictionary or a 
new word based on a parameter called Dc. The parameter is 
estimated empirically from the data available in the 
pronunciation dictionary. 

The new pronunciations are added as and when a new 
speaker’s speech is input into the system. In case where the 
pronunciation already exists, the computed phonemic distance 
Dmin is zero and no action is taken. The input sequence is 
ignored. Precision measurements show that the performance 
of the classifier is better than 86%.  

VII. CONCLUSION 

Phonemic distance measurements are used in this paper to 
build online dynamic pronunciation libraries. Firstly, the 
distances between basic phonemes are computed. The inter-
phonemic distances are used to compute the distance between 
the words. The pronunciations are classified using a new 
algorithm called Dynamic Phone Warping algorithm. 
Statistical testing showed that the phonemic distance 
computation can be used for building dynamic pronunciation 
dictionaries with 86% accuracy.  
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