
 

 

 
Abstract—This paper illustrates an application of granular 

computing approach, namely rough set theory in data mining. The 
paper outlines the formalism of granular computing and elucidates 
the mathematical underpinning of rough set theory, which has been 
widely used by the data mining and the machine learning community. 
A real-world application is illustrated, and the classification 
performance is compared with other contending machine learning 
algorithms. The predictive performance of the rough set rule 
induction model shows comparative success with respect to other 
contending algorithms.  
 

Keywords—Concept approximation, granular computing, 
reducts, rough set theory, rule induction.  

I. INTRODUCTION 

HERE is a growing interest in data science, particularly in 
data analytics and its applications in a wide range of 

disciplines that encompasses business, engineering and 
medical domains. The emerging surge of data science is 
mainly triggered by the rapid production of large amount of 
data generated by numerous computing devices both on and 
offline. With the overabundance of data along with 
exponential increase in computing and processing power, 
there is a growing need to understand the underlying patterns 
and relationships inherent in data, forcing the research 
communities to develop novel data mining algorithms to 
match with the growth of data volume. As an emerging 
computing paradigm, granular computing [1]-[5] offers a 
framework that includes data processing methodologies, tools, 
and techniques which view data not in isolation, but in 
granules or clumps that are naturally inherent in data. The 
formation of such granules could occur by virtue of 
indistinguishability or indiscernibility, spatio-temporal 
adjacency, similarity in attribute values, e.g. feature space, 
clustering, etc. The underlying assumption in granular 
computing framework is that there exist different patterns at 
different levels of resolutions, hence the machine learning 
algorithms should take advantage this feature in the 
development of corresponding methods and techniques 
reflective of such processes. Rough set theory and fuzzy set 
are based on this assumption [6]. In particular, in rough set 
theory, one can generate ‘granules’ or concepts wherein 
various subset of elementary sets of observations could exist 
by virtue of indiscernibility or indistinguishability. These 
granules can approximate a concept with respect to other 
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granules, thus allowing various feature extraction of rule 
induction.  
 
II. ROUGH SET THEORY AS KNOWLEDGE INDUCTION METHOD 

A. Review of Rough Set Model 

A widely used approach of Granular Computing paradigm 
in Artificial Intelligence is the Rough Set Theory [7]. 
Information granulation or the concept of indiscernibility or 
granularity is a fundamental aspect of rough set theory. The 
concept of a class is characterized in terms of elementary sets 
in an approximation space of conditioning attributes. In data 
mining, when the feature space has an intrinsic tendency to 
form local clumps or granules because of inherent similarity, 
rough set is an appropriate tool to deal with them. The finer 
the granulation, the greater is the definability of the concept. 
Granularity is induced by the partition of data in the attribute 
space resulting in the indiscernibility relations and the 
associated equivalence class (i.e., relations are reflexive, 
symmetric, and transitive). The concept of indiscernibility 
helps identify the boundary-line cases. If a set is a subset of a 
concept, then it is completely definable, on the other hand, if 
the intersection of a set with a class or a concept is not null 
then it implies that the set approximately belongs to a class or 
to its complements with respect to the available attribute, and 
thus resulting in the boundary line cases [8]. Rough set theory 
is also relevant when the data is vague, incomplete, imprecise 
and fragmentary [9]-[11]. It also offers a “non-invasive” 
approach to knowledge discovery. Unlike black box models 
like Neural Network, or a priori-dependent Bayesian 
inference, rough set is transparent to modeler because of its 
data driven approach [12]. It does not require additional 
assumption about membership function like fuzzy systems or 
statistical distribution parameter. Rough set has been 
extensively used in machine learning, data mining giving rise 
to many applications in predictive modeling, feature reduction 
in various disciplines[11], [13]-[16]. 

B. Mathematical Formalism of Rough Set Theory 

Rough set allows to characterize a decision class in terms of 
elementary attribute sets in an approximation space. The 
decision table is represented ( , { })U C d , where dC is the 

decision attribute in a given data set and U is the closed 
universe which consists of non-empty finite set of objects and 
C is a non-empty finite set of attributes, such that 

cVUc :  , 

for every c c  C, 
cV  is a value of attribute c. For B C , the 

granule of knowledge about a theme with respect to 
indiscernibility relation can be represented as: 
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2( ) { , ) | ( ) ( )}Ind B x x U c Bc x c x           (1) 
 

where Ind(B) represents the indiscernibility with respect to 
attribute subset B. Thus, the object x and  are indiscernible 
from each other if ( , ) ( )x x Ind B  . The decision class is 

approximated by lower and upper approximation of decision 
concept as follows: 
 

{ | ( )B X x U Ind x X                          (2) 
 

{ | ( ) }B X x U Ind x X                       (3) 
 

The lower approximation B X is the set of he objects in 

which objects can be classified with certainty on basis of 
knowledge in B, while, the objects in upper approximation BX  
can be only classified as the possible occurrence of a given 
class. The boundary region B X B X  represents the 

uncertainty in decisive classification. Given, this partition, 
rough set allows to develop a methodology to identify the 
critical attributes or minimal subset of attributes that maintains 
the same partition. By eliminating redundant attributes, it 
provides a method for feature reduction or knowledge 
compression methods in data. Such minimal subset of 
attributes is called reduct. Thus, a reduct represents an 
attribute subset B C  of an information system such that, 

after removal of an attribute/s from an equivalence class, it 
preserves indiscernibility relation. There are various ways that 
one can compute reduct; however, a classical approach is to 
rely on a discernibility function expressed as follows: 

 

}&1:{),.....,( 1  ijijmA cnjicaaf     (4) 

 
It represents the prime implicants of candidate attributes

mi aa  ....( 1 ). Although computing prime implicants is 

NP-Hard, there are numerous heuristic methods available to 
minimize the search space to a computationally efficient way 
to generate minimal subset. There could be many reducts in an 
information system that preserves the partition induced by the 
equivalence classes. In such cases, the intersection of all 
reducts is called the Core. The removal of an attribute from 
the core changes the partition induced by equivalence class 
structure. Thus, attributes belonging to core are indispensable.  

It is also possible to discover the degree of dependency of 
the attributes and their inclusiveness. In rough set, rules are 
derived from reducts in the form of “If..then”, where the 
antecedents are the conjunctions of attribute conditions and 
the consequents are the decision class or its disjunction [17], 
[18]. For a set of attributes ( , 	, , … , 	 	and decision d, 
rules can be induced in the form: 

 

	 ^ ^ … →      (5) 

III. RESEARCH METHOD 

The rough set knowledge induction process has been 
implemented to derive a set of rules. In particular, we use 
MODLEM [19], [20] algorithm which heuristically generates 
unordered minimal set of rules for every observed class using 
sequential covering scheme. The classification strategy 
involves using nearest rules and class approximation. The 
class conditional entropy measure is used to choose the 
elementary ‘best’ condition of rule (i.e., the first candidate for 
the condition part). It is possible to generate of certain rules 
from lower approximation and possible rules from upper 
approximation of rough set. The research design includes:   
1) Selection: This involves generation of decision table in 

the specification of rough set. We used a dataset 
Wisconsin Breast cancer data from UCI Machine learning 
website [21]. This dataset consists of 10 features and a 
class variable. These data are the accumulated data of 
different groups. Each group of data is collected at 
different times.  

1. Id number 
2. Clump Thickness               
3. Uniformity of Cell Size      
4. Uniformity of Cell Shape      
5. Marginal Adhesion            
6. Single Epithelial Cell Size 
7. Bare Nuclei                   
8. Bland Chromatin             
9. Normal Nucleoli              
10. Mitoses                     
11. Class (Benign or Malignant) 

All the features are in a uniform scale from 1 to 10. Every 
feature is considered as a risk factor such that the risk will 
increase as the value of the features are increased. 
2) Preprocessing: The initial preprocessing step involves 

data cleaning. The attribute representing the id number 
was removed as it does not contribute any knowledge. 
There are 16 observations out of 699 which had missing 
values. These datasets were removed. Next, few 
observations were further removed by detecting outliers 
and extreme values based on interquartile ranges. The 
sampling scheme involves removal of class imbalance. 
Since the minority class “malignant” accounts for only 
35% of the observation, the imbalance needs to be 
removed to avoid any potential biased estimate of the 
model prediction. We used Synthetic Minority 
Oversampling Technique (SMOTE) [22], [23] to remove 
the class imbalance by generating synthetic samples based 
on nearest neighbor distribution pattern. The dataset was 
partitioned in 10-fold for cross-validation where each fold 
is used as testing set to predict the class value based on 
the remaining nine folds treated as training set. The 
process is repeated for each fold, and the predictive 
performance of the weighted average is reported.  

3) Transformation: This involves converting the numeric 
attributes into nominal type using a supervised algorithm. 
We used minimum description length method [24] into 
ranges of values that takes in account the distribution of 
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the predictor class. 
4) Mining: The mining step involves generating reducts, 

core, ranking of attributes and rule induction. The “if-
then” rules are mined in a two-stage process. This process 
produces minimal attribute subsets, attribute dependency 
followed by patterns and rules which are generated from 
these subsets. 

5) Evaluation: Mined patterns or rules are applied to test 
dataset (K-fold cross validation) to classify new instances. 
Individual patterns or rules are measured or manually 
inspected. Classificatory performance is compared with 
other algorithm using ROC curve, precision recall, F-
measure, kappa coefficient.  

IV. RESEARCH RESULTS 

The rough set approximation of the decision classes for 
upper and lower approximation is generated by using Rough 
set software ROSE2 (rough set data explorer) [18]. Reducts 
were generated by using heuristic method. The generated 
reducts are:  
Reduct 1: {Clump Thickness, Uniformity of Cell Shape, Single 
Epithelial Cell Size, Bare Nuclei} 
Reduct 2: {Uniformity of Cell Shape, Single Epithelial Cell 
Size, Bare Nuclei, Bland Chromatin} 
Reduct 3: {Clump Thickness, Uniformity of Cell Shape, Bare 
Nuclei, Normal Nucleoli} 
Reduct 4: {Clump Thickness, Uniformity of Cell Size, Bare 
Nuclei, Bland Chromatin} 
Reduct 5: {Clump Thickness, Uniformity of Cell Size, Bare 
Nuclei, Normal Nucleoli} 
Reduct 6: {Clump Thickness, Uniformity of Cell Size, Single 
Epithelial Cell Size, Bare Nuclei, Normal Nucleoli} 
Reduct 7: {Uniformity of Cell Size, Marginal Adhesion, Single 
Epithelial Cell Size, Bare Nuclei, Normal Nucleoli} 

The intersection of all the reducts i.e., a core is Bare Nuclei 
which occur in all the reducts making it an indispensable 
attribute. On the other hand, the least occurrence is Marginal 
Adhesion which has just 14.29% frequency. To compare the 
result we use a quick reduct algorithm to evaluate the subsets 
using rough set dependency and return a subset giving only 
the rough set positive region [25]. The worth of an attribute 
was also estimated by measuring the information gain with 
respect to the class. The result is shown in Table I.  

 
TABLE I 

ATTRIBUTE SUBSETS AND RANKING 

Attributes Information Gain Score 

Uniformity of Cell Size    0.684 

Uniformity of Cell Shape    0.661 

Bare Nuclei                0.596 

Bland Chromatin           0.537 

Single Epithelial Cell Size 0.525 

Normal Nucleoli            0.48 

Marginal Adhesion          0.446 

Clump Thickness 0.435 

Mitoses 0.199 

 

Although Bare Nuclei is indispensable from rough set point 
of view; however, from information gain point of view, the 
Uniformity of Cell Size  appears as the most significant. The 
rule induction algorithm MODLEM generates rough set rules. 
In total, 32 rules were generated of which 17 rules are have 
decision class malignant. Below, few significant rules are 
shown:  

 
If Bare Nuclei > 2.5. & Normal Nucleoli < 2.5 & Clump_Thickness 
> 6.5 => (Class = malignant) (28/28, 11.72%) 
 
(Normal Nucleoli between (2.5-8.5) & (Marginal Adhesion > 3.5) & 
(Uniformity of Cell Shape >4.5}) => (Class = 4)   (56/56, 23.43%) 
 

TABLE II 
COMPARATIVE MEASURES OF PREDICTIVE PERFORMANCES 

Classifier Precision  Recall  F-Measure   
ROC 
Area  

Kappa 

Rough Set 
(MODLEM) 

0.972 0.972 0.972 0.971 0.9424 

Decision Tree (J48) 0.964 0.964 0.964 0.967 0.9253 

Random Forest 0.977 0.977 0.977 0.993 0.9512 

Naïve Bayes 0.977 0.977 0.977 0.995 0.9513 

 
Finally, we compare the predictive performance of the 

rough set (MODLEM) classifier with other classifier such as 
decision tree (J48), Random forest, Naïve Bayes methods 
using the same 10-fold cross validation technique. Table II 
shows comparative measures of the predictive performances. 
The overall accuracy of MODLEM is around 95.6%. The 
kappa coefficient indicates a model’s predictive performance 
beyond random assignment of class labels. The rough set 
model scored higher kappa coefficient than decision tree. The 
recall measure of MODLEM is 97.2% which indicates very 
high true positive rate. The receiver operating curve (ROC) 
indicates very high predictive performance for both the 
positive (malignant) and negative (benign) classes. The area 
under the ROC for MODLEM is comparable to that of other 
classifier and outperforms decision tree.  

 

 

Fig. 1 The Receiver Operating Curve (ROC) malignant class 

V. CONCLUSION 

In this paper, we present an approach to discover 
knowledge under based on rough set theory rule induction as 
illustration of granular computing paradigm. The comparison 
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of predictive performance shows that rough set rule induction 
performance scores are comparable with those baseline 
classifiers. However, rough set rule induction method slightly 
outperforms the decision tree (J48) in terms precision, recall, 
kappa coefficient and the area under the ROC. The overall 
predictive performance is significantly high. The higher 
performance is due to fact that rough set rules were derived 
based on the context of nearest neighbors as well as 
approximation space. 
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