
 
Abstract—We have developed a distributed computing 

capability, Digital Forensics Compute Cluster (DFORC2) to speed up 
the ingestion and processing of digital evidence that is resident on 
computer hard drives. DFORC2 parallelizes evidence ingestion and 
file processing steps. It can be run on a standalone computer cluster 
or in the Amazon Web Services (AWS) cloud. When running in a 
virtualized computing environment, its cluster resources can be 
dynamically scaled up or down using Kubernetes. DFORC2 is an 
open source project that uses Autopsy, Apache Spark and Kafka, and 
other open source software packages. It extends the proven open 
source digital forensics capabilities of Autopsy to compute clusters 
and cloud architectures, so digital forensics tasks can be 
accomplished efficiently by a scalable array of cluster compute 
nodes. In this paper, we describe DFORC2 and compare it with a 
standalone version of Autopsy when both are used to process 
evidence from hard drives of different sizes.  

 
Keywords—Cloud computing, cybersecurity, digital forensics, 

Kafka, Kubernetes, Spark.  

I. INTRODUCTION 

AW enforcement agencies (LEAs) and private 
investigators face an increasing backlog of evidence that 

must be analyzed to conduct thorough criminal investigations 
in a wide range of cases. Fig. 1 shows the hard disk drive 
(HDD) storage capacity of commercially available disk drives 
has continued grow at an exponential rate from the 1950s to 
2016.  

Cyber security breach, financial fraud, general criminal, and 
sexual contraband investigations increasingly require the use 
of digital forensics. In such investigations it is not uncommon 
to encounter HDDs with 1 to 2 TB of capacity. Even though 
HDD capacity growth has slowed from the torrid pace of the 
early 1990s, HDD capacity is still growing at an exponential 
rate. By the fourth quarter of 2016 it was possible for 
consumers to purchase a 10 TB, indicating that LEA 
investigation backlogs will continue to grow in the future [3]. 
Furthermore, the situation is likely to become even more 
challenging than indicated in Fig. 1, as solid state drives 
(SSDs) can provide even more storage. Seagate claims their 
Barracuda SSD is the largest consumer storage device 
available today (in August 2016) and has a capacity of 60 TB 
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[3]. Consequently, LEA and private investigators require 
faster digital forensics tools. RAND was funded by the 
National Institute of Justice (NIJ) to develop a distributed 
computing capability that can accelerate digital forensics 
analysis. To accomplish this objective RAND developed 
DFORC2, which is designed to provide LEAs and other 
private investigators with a cost-effective and efficient digital 
forensics analysis capability1. DFORC2 combines data ingest 
and file analysis steps so they can be run in parallel instead of 
serial fashion. We have done this by modifying Autopsy [4], a 
well-established open source digital forensics tool suite, so it 
can run on multiple compute nodes in computer cluster. It is 
designed to run on a compute cluster or in the AWS cloud. 
DFORC2 on AWS is designed to reduce infrastructure costs, 
as it will instantiate cloud computing infrastructure only when 
it is needed, and enables the analyst to tear down the DFORC2 
AWS compute cluster when it is no longer needed.  

 

 

Fig. 1 HDD Storage Capacity Growth [1]-[3] 
 

DFORC2 is designed to hide complexity from the user, so it 
uses the Autopsy User Interface (UI), as shown in Fig. 2.  

Users familiar with Autopsy will find the DFORC2 user 
interface to be very familiar. To start a forensics analysis using 
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DFORC2, one selects the target where investigation artifacts 
will be stored. When the user selects “Image file to Cluster,” 

DFORC2 pipelines are activated and used to ingest and 
process the subject HDD image. 

 

 

Fig. 2 DFORC2 Ingest Options 
 

After the image target is selected the user uses the standard 
Autopsy UI to select which Autopsy forensics modules to run 
in the forensics processing pipelines, as shown in Fig. 3.  

 

 

Fig. 3 DFORC2 User Interface 

II. DFORC2 SYSTEM ARCHITECTURE 

The DFORC2 software architecture is shown in Fig. 4. The 
analysis process starts with ingestion of the subject drive.  

A. dc3dd 

The disk image is read into the system using the ingest 
functionality of dc3dd [5]. dc3dd is called through the 
Autopsy UI as described above. dc3dd also hashes so 

DFORC2 can confirm each block has not been corrupted 
during the subsequent processing steps. 

B. Kafka Messaging Service 

dc3dd sends disk image blocks to the Kafka messaging 
service [6]. Kafka is a distributed messaging system providing 
fast, highly scalable and redundant messaging. Kafka is a 
resilient messaging service designed to support large scale 
distributed computing systems with a large number of 
permanent or ad-hoc compute nodes. It is resilient to node 
failures and supports automatic recovery. By default Kafka 
employs a reliable messaging protocol where all messages 
require acknowledgement. Kafka also employs a Publication-
subscribe model where producers (in our case dc3dd) send 
messages (in our case disk blocks) to configurable number of 
Kafka brokers. Each broker hands a single Kafka partition or 
message queue, as shown in Fig. 4. 

C. Spark 

Apache Spark is used to manage the initial stream 
processing steps involved in image ingest [7]. Each Spark 
worker node pull disk blocks from a particular Kafka partition. 
Spark ingest processing nodes are paired with Kafka partitions 
to maximize performance, as shown in Fig. 4. Data blocks are 
hashed before and after receipt to ensure integrity. The Spark 
ingest nodes of DFORC2 identify all "complete" files in each 
disk block, reconstructs the master logical file system map 
from these markers, and stores logical file metadata in the 
Autopsy Postgres database shown in Fig. 4, which is the same 
database the collaborative configuration of Autopsy uses to 
hold most investigation case metadata[8]. 
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D. Digital Forensics Worker Nodes 

In DFORC2 Spark worker nodes only perform HDD block 
ingestion and master file system reconstruction tasks. A 
separate set of digital forensics processing nodes run a 
specially modified, “headless,” version of Autopsy, so each 
worker node in this second compute cluster can independently 
perform digital forensics tasks (e.g., file hashing, digital key 
word searches, etc.) on logical files found on the HDD, as 
shown in Fig. 4.  

Autopsy uses SOLR, an Apache open source enterprise 
search platform, to build search string indices [9]. After files 
are processed by the cluster worker nodes, they are then sent 
to SOLR, which creates indices to be used in subsequent key 
word searches.  

E. Data Store Options 

In contrast to the original standalone version of Autopsy, 

DFORC2 uses a scalable distributed storage architecture that 
can be accessed by the Spark and digital forensics processing 
clusters. When Autopsy runs as a standalone application it 
stores investigation artifacts in a Postgres database, search 
string indices are stored in SOLR, and evidence disk blocks 
and hashes are stored in separate data store on the local file 
system. In a distributed computing system the local file system 
should not be used in order to prevent memory conflicts and 
onerous data synchronization tasks and communications. 
Therefore, the headless version of Autopsy used in DFORC2 
has been modified so it stores disk blocks and hashes in the 
AWS Elastic File System (EFS) [10] or in AWS Elastic Block 
Store (EBS) [11]. When DFORC2 is used on a standalone 
compute cluster it reverts to the local file system used by the 
server or cluster. 

 

 

Fig. 4 DFORC2 Software Architecture 
 

Amazon EFS is used because it provides a scalable and cost 
effective cloud storage solution for digital forensics 
processing. The size of the EFS volume is scaled up or down 
automatically by AWS so the user does not have to anticipate 
how much storage will be required prior to the investigation. 
In addition, the user does not have reserve a large storage 
volume that will be costly to reserve and lease. EFS is a cost 
effective storage solution, except in cases where the number of 
input/output operations (IOPS) exceeds a certain AWS 
performance threshold. If the number of IOPS needed exceeds 
the AWS EFS threshold, EFS IOPS are throttled back to a 
relatively low rate, which can impact system performance. For 
these reasons we have experimented with using Amazon EBS 
instead. EBS has a different pricing structure than EFS and has 
a higher IOPS performance threshold.  

Finally, we note the number of Kafka partitions, Spark 
nodes and processing cluster nodes are all adjustable by the 
user. When DFORC2 is run on a stand alone computer cluster, 

the user will set the number of cluster nodes and Kafka 
partitions manually. When DFORC2 is run in the cloud these 
can be set manually, and then the number of digital forensics 
worker nodes can be adjusted dynamically as described below 
using the built-in features of Kubernetes.  

F. Kubernetes  

The underlying foundation of DFORC2 is Kubernetes, 
which enables cluster size to dynamically scaled up or down 
[12] in a cloud computing environment. Kubernetes is an open 
source project that is compatible with several well known 
cloud computing environments, including AWS. Kubernetes 
can be used to orchestrate containerized applications and 
provides auto-scaling so the size of the Spark and processing 
clusters can be adjusted during run time based on demand. 
Without Kubernetes the number of Spark and processing 
cluster worker nodes has to be fixed by the user prior to the 
start of a run. Without Kubernetes, the digital forensics 
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analysts using DFORC2 would have to estimate the number of 
Spark and cluster worker nodes needed for a specific size hard 
disk and for a specific type of investigation. The number of 
cluster nodes needed could depend on many factors, which 
may be unknown to the analyst before the investigation. This 
limitation would likely require the analyst to overprovision the 
Spark and processing clusters to minimize timely processing 

of the evidence. Kubernetes solves this problem.  
Kubernetes requires applications to be placed in Docker 

containers. RAND has ported Autopsy and other components 
of DFORC2 to a standard set of Linux containers. These run 
as Kubernetes nodes or minions, which can then be linked to a 
centralized distributed data store, as indicated in Fig. 5.  

 

 

Fig. 5 Kubernetes 
 

III. STANDALONE AUTOPSY PERFORMANCE TESTS  

First we tested a standalone version of Autopsy using a 
number of test HDD images of different sizes to determine 
how fast the stand alone application is when performing 
standard digital forensics tasks.  

A. Test Images 

We used the HDD images shown in Table I to evaluate the 
performance of the stand alone Autopsy application and 
DFORC2. These test images are widely used in the digital 
forensics academic community.  

 
TABLE I 

TEST HDD IMAGES [13], [14] 

IMAGE SIZE 

NPS DOMEX Users, 2009 40 GB 

NPS 1weapondeletion, 2011  75 GB 

NPS 2weapons, 2011  232 GB 

NPS 2 TB, 2011 2 TB 

 
We tested the standard “off the shelf” standalone version of 

Autopsy when these are run on virtual machines (VMs) of 
different sizes on AWS. Since the unmodified version of 
Autopsy is designed to run on Windows, we selected virtual 
machines that run the Windows Server (2012 release 2) 

operating system. The test was designed to mirror the image 
and file processing capabilities of our initial version of 
DFORC2, so the only Autopsy modules that were enabled 
were the “Keyword Search” and the “Hash Lookup.” Through 
discussions with the Autopsy developers at Basis 
Technologies, we learned that these are the most 
computationally intensive modules to run in Autopsy, and they 
provide a good basis for a rigorous system performance test. 
The version of Autopsy we used in testing was the most recent 
at the time, version 4.1.1. It was configured to run in 
standalone mode (versus collaborative mode). Standalone 
Autopsy test results are shown in Fig. 6 for three of the four 
test HDD images listed in Table I.  

Fig. 6 shows the slowest and fastest times Autopsy 
processed 40, 75, and 232 GB HDD images. Autopsy 
processing times depend on VM resources. Autopsy was 
tested on a less capable server with 6.2 ECU and 8 GB RAM 
(an m4.large AWS instance) and a larger server with 28 ECU 
and 15 GB RAM (an c3.2xlarge AWS instance) [15].  

Stand alone Autopsy test results are not shown in Fig. 6 for 
the NPS test 2 TB image because it is difficult to compile all 
of these performance results into a single chart. Therefore, we 
present stand alone Autopsy test results for the 2 TB test 
image separately in Table II.  

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:11, No:8, 2017 

963International Scholarly and Scientific Research & Innovation 11(8) 2017 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:1

1,
 N

o:
8,

 2
01

7 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

07
81

7.
pd

f



 

Fig. 6 Stand Alone Autopsy Performance Results 
 

TABLE II 
STAND ALONE AUTOPSY TEST RESULTS FOR A 2 TB HDD IMAGE  

PROCESSING TIME AWS VM (ECUs) Disk IOPSa 

160 hrs, 37 mins 6.2 300 

331 hrs, 39 mins 28 20,000 

a Input-output operations per second 
 

During these tests we found that local disk performance was 
a limiting factor on the performance of the stand alone 
Autopsy application. This limitation became more pronounced 
for larger HDD images, such as the 2 TB test image. For this 
test image we found stand alone Autopsy performance could 
be improved by a factor of two if a high performance disk (a 
disk capable of 20,000 IOPS) was leased from AWS to 
support stand alone Autopsy.  

The Autopsy test results shown in Fig. 5 do not include the 
time required to ingest the subject image. Autopsy is not used 
for image ingestion. Another tool like dc3dd is required to 
ingest the image from the subject HDD in a forensically sound 
manner. Total HDD image processing times when using dc3dd 
and Autopsy together will be the sum of the dc3dd image 
ingestion and Autopsy file processing times. RAND ingested 
the test images using dc3dd. dc3dd image ingestion times for 
40, 75, and 253 GB size images are shown in Table III.  

 
TABLE III 

dc3dd HDD IMAGE INGESTION TIMES 

Ingestion Time (minutes) Image Size 

22 40 GB 

42 75 GB 

142 232 GB 

 

It should also be noted that standalone Autopsy tests were 
conducted in the AWS cloud, not with a hard disk attached to 
a server running Autopsy. The test HDD image was resident 
on the same server used by the standalone Autopsy 
application. Consequently, any additional communications 
delays encountered in an actual HDD image ingestion are not 
replicated in these test results. The same is true of the 
DFORC2 test results presented in the next section. However, 
we argue below that such communications time delays are not 
necessarily the limiting factor in these cases.  

IV. DFORC2 PERFORMANCE TESTS 

DFORC2 was also tested in the AWS cloud. The DFORC2 
test set up was similar to that used for standalone Autopsy, 
except the test HDD image was placed on a separate server. 
DFORC2, which was instantiated in a separate computer 
cluster in the same AWS availability zone, ingested the image 
from this server.  

Fig. 7 presents a Kubernetes dashboard screen shot that 
shows the HDD image block ingestion traffic into the EFS 
volume on the DFORC2 EFS server. This traffic is shown by 
the lighter line in the top pane of the figure. Shown in darker 
line in the top pane is communication traffic to the EFS 
volume from the processing cluster worker nodes that perform 
file processing simultaneously while image ingestion is 
ongoing. Processing cluster worker node traffic is usually 
much lower but can spike up occasionally. In the case of the 
232 GB image disk block hashing continues after image 
ingestion and digital forensics file processing is completed 
(the results shown in Fig. 7 are for the 232 GB image case).  
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Fig. 7 Kubernetes EBS Volume Node Dashboard 
 

The darker line in bottom pane of Fig. 7 shows how quickly 
the EFS volume is filled by the Spark streaming process. The 
image ingestion process is finished in a little over 2 hours for 
the 232 GB image. Image ingestion in this case is slower than 
if a dedicated server performed the ingestion process using 
dc3dd (from Table II we note that dc3dd completed ingestion 
in 2 hours and 22 minutes).  

Five Spark nodes and five Kafka partitions were used in the 
DFORC2 tests reported here for HDD images that were 232 
GB or smaller. For the 2 TB image, ten Spark nodes and 
Kafka partitions were used. From experimentation with 
compute clusters of different sizes we have found that 

DFORC2 image ingestion times can be reduced for large disks 
by increasing the number of Spark nodes and Kafka partitions.  

DFORC2 performance results are shown in Table III. As 
noted above DFORC2 was configured with 5 or 10 Spark 
nodes and the same number of Kafka partitions. The number 
of worker nodes was varied between 10 and 66 nodes. 66 
processing nodes was the maximum available in the RAND 
AWS enclave for this testing when 5 spark nodes were used. 
This was a limit on AWS enclave permissions, and is not a 
limitation of DFORC2. All nodes or minions in the 
Kubernetes cluster used in these tests were standard AWS 
M4.large instances.  

 
TABLE IV 

DFORC2 TEST RESULTS 

INGESTION & PROCESSING TIME (HOURS:MIN:SEC) Processing Cluster Nodes Spark Nodes/Kafka Partitions HDD Image Size (GB) 

0:22:00 20 5/5 40 

0:33:00 20 5/5 75 

4:56:00 66 5/5 232 

22:30:05 35 10/10 2048 

 
For the 40 GB image case, DFORC2 file processing in a 

little over 16 minutes, while hashing of the ingested files by 
dc3dd takes longer – or 22 minutes total. With 10 process 
cluster worker nodes DFORC2 completes processing a 75 GB 
image in about 28 minutes, while again dc3dd block hashing 
(which is a single server process) took longer – or 33 mins. In 
contrast, dc3dd and stand alone Autopsy requires almost 7 
hours to complete ingestion and processing of a 75 GB HDD 
image.  

Table IV shows that it took DFORC2 about 4 hours and 56 
minutes to process a 232 GB image if it had access to 66 
worker nodes, although it took only 2 hours and 56 minutes to 
complete digital forensic file processing. Again, hashing of 
disk image blocks by dc3dd took significantly longer.  

Fig. 8 compares the performance of DFORC2 to that of 
dc3dd and stand alone Autopsy. HDD disk image size is 
shown in the horizontal axis and time in hours is shown in the 
vertical axis. The results shown include image ingestion and 
file processing steps for both systems. As mentioned above 
DFORC2 performs image ingestion simultaneously with file 
processing. By combining these steps the overall investigation 
process can be sped up considerably, as shown in Fig. 8. 
DFORC2 completes image ingestion and file processing tasks 
much faster than an Autopsy based stand alone server system, 
even when it is equipped with a high performance disk. 
DFORC2 cuts the time for processing a 232 DG image by a 
factor of three. 
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Fig. 8 DFORC2 & dc3dd/Autopsy Performance Comparison 
 

The results shown include image ingestion and file 
processing steps for both systems. As mentioned above 
DFORC2 performs image ingestion simultaneously with file 
processing. By combining these steps the overall investigation 
process can be sped up considerably, as shown in the figure. 
DFORC2 completes image ingestion and file processing tasks 
much faster than the Autopsy based stand alone server system. 
As mentioned above DFORC2 performance for processing 
large HDD images is limited by the speed at which dc3dd can 
hash image blocks. For a 2 TB image this is the last remaining 

bottleneck in DFORC2 that limits performance, for which it 
takes a total of 22 hours and 33 minutes to complete both 
image ingestion and digital forensics file processing. In 
contrast, with a normal server and local disk, stand alone 
Autopsy takes about 331 hours to perform the same forensics 
tasks on the same HDD image. In this case, DFORC2 cuts 
total processing time by a factor of 14, which is over an order 
of magnitude improvement in performance, as indicated by the 
two linear trend lines shown in Fig. 8.  

V. USING DFORC2 IN COMPUTING CLOUDS  

To simplify the test environment and manage costs we 
tested both Autopsy and DFORC2 in the AWS cloud. Many 
LEAs do not use cloud computing services to support digital 
forensics investigations because they lack tools that work 
effectively in the cloud, but also because of legal concerns as 
to whether the chain of custody for digital evidence can be 
demonstrated and maintained effectively in computing clouds. 
While this subject is beyond the scope of this paper, it is a 
subject that RAND is examining for DFORC2 (the results of 
this investigation will be reported in a separate paper).  

DFORC2 has been designed so it can be run on a stand 
alone computer cluster, although in this deployment case, the 
number of Spark and processing cluster worker nodes will be 
limited by the size of the on-premise cluster.  

DFORC2 offers the most significant performance 
improvement for digital forensics when it is used as a cloud 
based application. There are four ways DFORC2 can be used 
in the cloud. These along with the traditional stand alone 
server deployment approach are shown in Table IV. 

 
TABLE V 

DFORC2 IMPLEMENTATION OPTIONS 

OPTION Streaming Distributed Cloud 

DFORC2 on premise single machine Yes No No 

DFORC2 on premise data center Yes Yes No 

DFORC2 on premise – remote data center  No No Yes 

Ship HDDs to AWS DFORC2 processing  Yes No Yes 

 

The traditional approach for using DFORC2 is shown in the 
second of Table V. In this case the HDD image would be 
ingested locally on a single machine or server. In the 
traditional approach, DFORC2 cannot be run as a distributed 
application, but with a multi-core server it would be run with 
its Spark streaming ingest capability. So, in this case, it is 
possible that DFORC2 could provide some performance 
improvement over using the combination of dc3dd and 
Autopsy for the same investigation. DFORC2 would also 
provide the advantage that data acquisition and analysis can be 
done at the same time, as the analyst would not have to wait 
several hours or days for the image ingestion job to complete. 

The second option shown in the table is to ingest the HDD 
image locally on premise at a private datacenter that offered 
multiple servers. In this case DFORC2 could be loaded on 

multiple servers and multiple Spark and processing cluster 
nodes could be instantiated, but the full functionality of 
Kubernetes (e.g., dynamic scaling) may not be available.  

The third option shown in the table is to acquire the HDD 
image on premise and to stream the drive disk blocks into the 
Spark cluster over a high speed communications link to a 
remote data center or cloud where DFORC2 would run. In this 
case the HDD image would be acquired locally, but ingested 
remotely (e.g., in the cloud). Spark is designed to support this 
approach, but it should be noted that good communications 
link with a bandwidth at least as high as dc3dd ingest speed is 
needed to make this approach practical. RAND has measured 
dc3dd ingest speed over USB 3.0 and determined it to be 
approximately 15 Mbps, which is therefore maximum 
ingestion speed for HDD images using common computing 
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hardware.  
The fourth option is to ship HDD evidence to a cloud 

service provider for remote acquisition, ingestion, and file 
processing. This option is only desirable if a high speed 
communications link to the remote cloud data center is not 
available. We plan to investigate feasibility of employing this 
option with AWS.  

VI. CONCLUSIONS 

In this paper we have described the design and capabilities 
of a new open source digital forensics tool, DFORC2, which 
leverages state of the art distributed computing capabilities 
being used in a variety of industries. DFORC2 performs image 
ingestion and logical file processing tasks simultaneously to 
speed up the analysis of digital evidence.  

We evaluated the performance of DFORC2 and compared it 
to a standalone version of Autopsy. The results demonstrate 
DFORC2 is substantially faster than standalone Autopsy, and 
that this performance advantage increases as the size of the 
subject HDD image increases. While the chain of custody for 
such a system remains to be demonstrated, its appeal is clear.  

In future work RAND plans to demonstrate that a high 
integrity chain of custody can be established for DFORC2, 
using the features of its components and the high integrity 
computing and storage features available from leading cloud 
computing service providers, like AWS.  
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