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Abstract—Cloud computing is ready to transform the structure of 
businesses and learning through supplying the real-time applications 
and provide an immediate help for small to medium sized businesses. 
The ability to run a hypervisor inside a virtual machine is important 
feature of virtualization and it is called nested virtualization. In 
today’s growing field of information technology, many of the 
virtualization models are available, that provide a convenient 
approach to implement, but decision for a single model selection is 
difficult. This paper explains the applications of operating system 
based virtualization in cloud computing with an appropriate/suitable 
model with their different specifications and user’s requirements. In 
the present paper, most popular models are selected, and the selection 
was based on container and hypervisor based virtualization. Selected 
models were compared with a wide range of user’s requirements as 
number of CPUs, memory size, nested virtualization supports, live 
migration and commercial supports, etc. and we identified a most 
suitable model of virtualization. 
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I. INTRODUCTION 

LOUD computing holds the potential to eliminate the 
requirements of setting up of high-cost computing 

infrastructure for the IT-based solutions and services. 
Virtualization in computing is creation of something virtual 
such as hardware, software, platform, storage, or network 
devices. Hardware and networking resources in a single 
hosting environment are basically abstracted and isolated. 
Virtualization increases the security of cloud computing and 
also integrates guest virtual machines and also cloud 
computing with the help of virtual machines through scale up 
and down on demand and as well as provides reliability [1], 
[9]. We should virtualize because of isolation among user 
resource sharing, dynamical resources, dynamical resources, 
and aggregation of resources [2], [10]. Today, it is believed 
that many of the organization are not feeling confident and 
secured to move on cloud because of its certain excuses of its 
architecture which made cloud computing most vulnerable of 
various security and threats [6]. 

It is found that operating system (OS) based virtualization is 
an easier and suitable approach. Application based 
virtualization is found to more memory consuming because of 
abstraction of host OS, whereas hypervisor based 
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virtualization causes a single point of failure, and taking 
control over the hypervisor from virtual machine level is not 
possible [3]. OS based virtualization model is also categorized 
as container based and hypervisor based virtualization. Under 
this, a wide group of models is available with their 
specification, which makes difficult to select one. On the basis 
of user’s requirements, different models of OS based 
virtualization and both type of techniques container based and 
hypervisor based are selected for further study incorporated 
with requirements of users.  

II. OS BASED VIRTUALIZATION  

Host OS enables virtualization that supports multiple 
isolated, virtualized guests – OS instances, nested 
virtualization and commercial supports etc. on a single 
physical server whose OS kernel is shared by many machines. 
OS virtualization takes advantage of the architectural design 
of OS [4]. Kernel of the host OS is shared by the virtual guest 
OS, whereas all the virtual machines have their own root files 
system. This structure is illustrated in Fig. 1. Partition on a 
single physical server and the use of OS instances is 
responsible for work independently in each guest application 
environment [5], [11]. The technique where the kernel of an 
OS allows isolation of multiple user space instances is known 
as server virtualization. The instance runs on top of pre-
existing host OS, and a set of libraries is provided to interact 
with applications with giving them the warning that they are 
running on a single machine to its use. The dedicated instances 
are known as container, virtual server or virtual environment, 
or virtual machines [12]. 

For deploying and running distributed applications without 
launching an entire virtual machine for each application, 
container based virtualization method is implemented. As an 
alternative, multiple isolated systems are treated as containers 
that run on a single control host and access a single kernel, 
whereas hypervisor is a piece of software, firmware, or 
hardware that creates and runs virtual machines. Because 
containers share a host OS, security threats have easier access 
to the entire system when compared with hypervisor based 
virtualization. Another one is that it uses only same OS as the 
base OS, whereas hypervisor instances can run each unique 
OS [7]. 

With the OS based virtualization, we install the software on 
the top of the guest OS on host OS, but with each guest, OS 
have its own resources and are running in complete isolation 
from the other guest OS as OS based virtualization models. 
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Fig. 1 OS based virtualization 

III. OS BASED VIRTUALIZATION MODELS 

Both containers based and hypervisor based virtualization 
models were compared with the various parameters. File 
system isolation is a data storage mechanism that provides 
isolation and safety by defining standardized ways of 

associating code with saved data. Disk quota is a limit set by a 
system administration that restricts certain aspects of file 
system usage on modern OS. The function of disk quota is to 
allocate limited disk space in a reasonable way. A limit on 
input/output rate defines the application swapping and rate of 
transfer of data during running the virtualization. Memory 
limits define the total minimum and maximum memory used 
or recommended to use in it, whereas CPU quota determines 
maximum numbers of CPUs used in it. Network isolation 
means to enable network as multiple identical copies or clones 
of the environment. The term nested virtualization defines the 
ability to run a hypervisor inside of a virtual machine. The 
feature that allows running hypervisor inside virtual machine 
or on hypervisor is associated with nested virtualization. 
Partition check pointing and live migration can save the full 
state of running virtual environment to restore it later on the 
same or on a different host in a way transparent to running 
applications and network connections. Root privilege isolation 
refers to the permissions regarding root files of the OS.  

 

TABLE I 
PROPRIETARY LICENSED VIRTUALIZATION MODELS COMPARISON BASED ON VARIOUS PARAMETERS [8], [13] 

SN Model OS I/O 
rate 

limiting 

Memory 
limits 

CPU 
quotas

Network 
isolation

Nested 
virtualization

Partition check 
pointing and 

live migration

Root 
privilege 
isolation

File 
system 

isolation 

Disk 
quotas 

USB 
Support

Commercial 
Support 

1 Parallels 
Workstation 

Windows XP, 
Windows Vista 
and Windows 
Server 2003 

No Yes Yes Yes No Yes Yes Yes Yes No Yes 

2 PearPC FreeBSD, 
Linux, Windows 

Yes Yes Yes No No Yes Yes Yes Yes No No 

3 QEMU Linux, 
Windows, MAC 

OS X, UNIX 

Yes Yes No Yes Yes Yes Yes Yes Yes No No 

4 Sandboxie Windows No No No - No No Yes Yes - No No 

5 Spoon Windows Yes Yes No Yes No No Yes Yes No No Yes 

6 VirtualBox Windows, Linux Yes Yes Yes Yes No No No Yes Yes Yes Yes 

7 Virtuozzo Linux, Windows Yes Yes Yes Yes - Yes Yes No Yes Yes No 

8 VMware ESXi Windows No No Yes Yes Yes Yes Yes Yes Yes Yes Yes 

9 VMware 
Fusion 

MAC OS X Yes Yes Yes No No No Yes Yes No Yes Yes 

10 VMware 
ThinApp 

Windows No No No Yes No No Yes Yes No No No 

 

TABLE II 
FREEWARE LICENSED VIRTUALIZATION MODELS COMPARISON BASED ON VARIOUS PARAMETERS [8], [13] 

SN Model OS 
I/O 
rate 

limiting 

Memory 
limits 

CPU 
quotas

Network 
isolation

Nested 
virtualization

Partition check 
pointing and 

live migration

Root 
privilege 
isolation

File 
system 

isolation 

Disk 
quotas 

USB 
Support

Commercial 
Support 

1 Hyper-V Windows No No No Yes Yes Yes Yes Yes Yes Yes Yes 

2 
iCore Virtual 

Accounts 
Windows XP No No No No - No - Yes Yes No No 

3 
Microsoft 

Virtual 
Server 

Windows XP, 
Windows Vista 
and Windows 
Server 2003 

No No Yes Yes No No Yes Yes Yes No No 

4 
VMware 
Server 

Windows, Linux No No Yes Yes Yes Yes Yes No No Yes Yes 

5 
VMware 

Workstation 
Windows, Linux No No No Yes Yes Yes Yes Yes Yes Yes Yes 

6 
VMware 

Workstation 
Player 

Windows, Linux No No Yes Yes No No Yes Yes Yes Yes Yes 

7 
Windows 

Virtual PC 
Windows – 7 Yes Yes No Yes No Yes No Yes Yes Yes No 
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Fig. 2 Proprietary models comparison with their rank 
 
Here, many of models are available but the most popular 

models are selected for the study. Tables I and II define the 
properties of different virtualization models. Table I is 
selected as proprietary based licensed models of virtualization 
and Table II as freeware licensed models of virtualization. The 
values given in table with its associated attributes are in the 
form of yes or no. The comparison graph is drawn assuming 
that yes value is 1 and no value is 0, whereas the third value 
partial is also collected in the study and assuming 0.5 as 
shown in Fig. 2. These values are calculated as sum of their 
attributes and noted as rank of each model. On the basis of 
their rank, models were identified as suitable or not. In both 
Tables I and II, most of the parameters are noted as yes value, 
but in the case of first three parameters, i.e. I/O rate limiting, 
memory limits, and CPU quotas, if the values are yes, then it 
has limits and if the values are no then it has no limits, which 
is more preferable. 

 

 
Fig. 3 Freeware models comparison with their rank 

IV. RESULT AND DISCUSSION 

In this study, many of the models with their own 
specification are selected as container based and hypervisor 
based models with supported platform of Windows. The 
maximum response of our specification and technology used 
models are VMware ESXi in proprietary based and in 
freeware Hyper – V and VMware Workstations that support 
multiple processors, memory and as well as nested 
virtualization. In freeware models, Hyper – V and VMware 
workstations do not support limits on input/output, memory 
and CPU but VMware workstation has a limit on File system 
and Disk Quota, which is a drawback and is shown in Table II. 
Fig. 2 explains the comparison of proprietary based models of 
virtualization. VMware ESXi has maximum value of its rank 
that shows it best. Fig. 3 shows two models with higher rank 
in freeware virtualization models; namely, Hyper – V and 
VMware Workstation. Fig. 4 describes overall comparison of 
proprietary based and freeware based virtualization models. 
VMware ESXi holds maximum rank, but it is an expensive 
model, so the freeware model is suggested to use. Hyper – V, 
a freeware OS based virtualization model has no limit on I/O 
rate, memory and limits on number of CPUs. 

 

 
Fig. 4 Comparison of different models with their rank 
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V. CONCLUSION 

Virtualization in computing is the creation of virtual of 
virtual something such as hardware, software, platform, 
storage or network devices. VMware ESXi, Hyper – V, and 
VMware workstations are found suitable because it supports 
multiple processors, memory and as well as nested 
virtualization. Hyper – V and VMware workstations do not 
supports limits on input/output, memory, and CPU, but 
VMware Workstation has a limit of disk quota. Because of a 
limit in VMware Workstation, Hyper – V is suggested to use 
as OS based virtualization model in cloud computing. 
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