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Abstract—Image Multi-label Classification (IMC) assigns a label or a set of labels to an image. The big demand for image annotation and archiving in the web attracts the researchers to develop many algorithms for this application domain. The existing techniques for IMC have two drawbacks: The description of the elementary characteristics from the image and the correlation between labels are not taken into account. In this paper, we present an algorithm (MIML-HOGLPP), which simultaneously handles these limitations. The algorithm uses the histogram of gradients as feature descriptor. It applies the Label Priority Power-set as multi-label transformation to solve the problem of label correlation. The experiment shows that the results of MIML-HOGLPP are better in terms of some of the evaluation metrics comparing with the two existing techniques.
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I. INTRODUCTION

The main objective of object recognition is to find a desired object in a collection of images or digital video. This identification process is a great challenge today in Computer Vision [1]. For each object in an image, there are interesting characteristics called features which distinguish it from other objects [2]. These features can be extracted to provide descriptive and distinctive characteristics of the object. They can be divided into two groups: a) Low-level visual characteristics or physical features [4]: Describe basic visual features such as the shape, the color, the texture, the forms, the movement and the regions, and allow us to find a connection between the pixels contained in a digital image and what people remember once they have observed an image and b) High-level visual characteristics or features logical based on the recognition of objects: provide information about objects and events that are appearing on the scene and the relationship that exists between them [3]. The purpose of this paper is to classify an image according to its context/content and identify the categories or classes that the object belongs (Image Classification). The objective is not to recognize a particular object, but check if the latter is present in the image and belongs to a certain number of Labels. A new type of machine learning framework proposed recently, named MIML [4], where an object is described with many instances and can be assigned to multiple labels as shown in Fig. 1. For example, in the case of image annotation, the image contains different regions. These regions can be expressed as different examples called feature vector. At the same time, the image may be classified simultaneously for more than one category; in text categorization, a document can have different chapters or sections. It can belong to more than one category (scientific, religious, politics, etc.). MIML has been successfully applied to image text classification, image annotation, video annotation, ecological protection, and other tasks [4]-[7]. In this framework, an image is described with many instances and can be assigned to multiple labels. The MIML is a single label learning transformation. There are two ways to do this transformation: the first one transforms MIML to Multi-Instance Single-Label Learning (MISL) and then single-Instance Single-Label Learning (SISL). The second one transforms MIML to single-Instance Multi-Label Learning (SIML) and then SISL. Two most important existing techniques are proposed for this transformation which are (MIML-BOOST and MIML-SVM). Two limitations for these existing methods: they did not take into considerations the description of the elementary characteristics from the image [8] and the correlation between labels [4].

![Fig. 1 MIML [4]](image)

Our contribution is an algorithm, called MIML-HOGLPP, which handles the first limitation by using the histogram of gradients as feature descriptor and the second one by applying LPP as Multi-label classification method. The idea extracts the feature from image using Histogram of Oriented Gradient (HOG) algorithm and it is a feature extraction algorithm that takes into consideration the local representation, shape, and geometry of an image [13]. We apply then K-mean to cluster the image into similar groups. The final step was the learning phase using supervised learning algorithm Label Priority Powerset that transforms MIML problem to single label classification [5]. Each step of our new contribution will be described in Section III. The results in the experiment of five important evaluation metrics of multi-label classification show
that our proposed method is competitive with the existing techniques of the literature. The remainder of this paper is organized as follows: Section II defines the tasks of MIML. Section III defines our proposed method. Section IV describes the experimental setup, and discusses the experimental results. Finally, the conclusions are given in Section V.

II. RELATED WORK

A. Multi-Label Classification

The traditional techniques of machine learning classification are designed for problems where each element to be classified, called instances, can only have one class [6],[7]. In reality, there are problems of classification where a single instance can belong to different disjoint classes, called labels.

In multi-label learning, there are two major types of algorithms: the transformation and the adaptation [5]-[8]. The transformation transforms the multi-label in one or more multi-class learning, which is resolved by traditional classification algorithms. One of the most popular is Binary Relevance (BR), which generates a binary classifier for each label, treating them independently. Label Powerset (LP) transforms the problem multi-label in a multi-class problem, creating a new class for each combination of different label that appears in the dataset [5]-[8].

The adaptation of algorithms is to extend classical algorithms to work directly in multi-label classification. They have adapted all types of classification techniques, for example, decision trees, neural networks, or instance-based algorithms [9].

Formally, an instance $i$ is represented by a vector $X_i = (x_1, x_2, ..., x_m) \in \chi$ where $\chi$ is the space of possible instances, and the labels that are associated with an instance are a subset $Y_i \subseteq L$ (The set of all possible labels), with $L = \{y_1, y_2, ..., y_n\}$. In this context, the problem of multi-classification labels is to find a function $f : \chi \rightarrow 2^L$ from a set of training instances $D = \{(X_j,y_j)|1 \leq j \leq p$, where $p$ is the size of $\chi$. For a new instance $t$, the function $f(X_t)$ predicts a subset of labels $Y_t \subseteq L$ [10].

B. Multi-Label Image Classification

The amount of database of digital images has grown in a surprising way in the past few years. Thus, this situation demands efficiency in the search and retrieving methods for the extraction of images. The multi-labels image classification is the method that associates a label or a set of labels to an image. This automatic classification approach requires a set of images previously labeled and used to train a classifier. Then, the classifier is used to label the rest of the unlabeled images. A clear example of multi-label classification is the image annotation since each image usually contains more than one object of interest. The MIML is an algorithm that transforms the multi-label image to a single label classification. There are two ways to do this: The first one transforms MIML to MISL and then SISL. The second one consists to transform MIML to SIML and then SISL. A good review can be found in [4]. Fig. 2 shows an example of multi-label image classification, where we have multiple instances (two boats) and multiple labels (three labels: sea, sunset, cloud).

C. Feature Extraction Using HOG

This method, introduced for the first time by Dalal and Triggs [1], is based on the evaluation of histograms calculated on the basis of the direction and intensity of the gradients of the input image. Each histogram is obtained from a portion of the image call block, and by concatenating all blocks of an identification window, we get a descriptor of this, as shown in Fig. 3.
\[ dy = Img \ast hy \]

and, for each pixel of the image, we obtain:

- **Amplitude:** \[ M(x, y) = \sqrt{dy^2 + dx^2} \]
- **Angle:** \[ O(x, y) = \tan^{-1}\left(\frac{dy}{dx}\right) \]

A good literature review can be found in [1].

**D. K-Means**

The K-means algorithm [11],[14] is a clustering algorithm dividing groups of objects in K partitions on the basis of their attributes. It is efficient in managing large amounts of data and often terminates with an excellent local. The objective of the algorithm is to minimize the total variance intra-cluster (or the standard deviation). Each cluster is identified by a centroid or mid-point. The algorithm follows an iterative procedure:

1. **Initially creates K partitions and assigns to each partition the input points either randomly or using some heuristic information;**
2. **Calculates the centroid of each group;**
3. **Builds a new partition by associating each point of entry to the cluster whose centroid is closest to;**
4. **Recalculates the centroids for the new cluster and so on, the centroids no longer move**

**III. METHOD**

This article proposes a new method that improves the MIML. The drawbacks of the existing methods of multi-label image classification did not take into consideration the following:

a) The description of the elementary characteristics from the image: color, shape, regions, textures, and motion are some elementary characteristics.

b) The correlation between labels: in multi-label learning, labels are correlated. For example, the label trees and desert are correlated to the yellow.

The structure of the algorithm, which addresses these drawbacks, can be generalized in three phases:

1. **Preprocessing:** the input image is optimized and adapted to meet the specifications of the algorithm and the feature extraction step.
2. **Extraction of feature using HOG:** the histogram of gradient is a feature extraction method that divides an image into small connected region called cells, where each pixel in the cell is compiled in order to create a gradient direction. The output of this step is a HOG feature vector. The advantage of HOG is that it takes into consideration the local representation, the shape, and the geometry of an image. The limitation of HOG is that the number of features is dynamic depending on the size of each block (set of cells).
3. **Clustering:** there are two kinds of cluster analysis techniques: K-Means and Hierarchical Clustering. K-Means is better than Hierarchical Clustering in case of big amount of data. K-Means consists of grouping similar images into different K mutually exclusive clusters. The output of this step is K clusters C1, C2, ..., CK. An image may belong to exactly one of these clusters. When K is small, the advantage of K-Means is better than Hierarchical Clustering in case of big amount of data. The disadvantage of K-Means is the difficulty in predicting the K which represents the number of clusters.
4. **Label Priority Powerset transformation:** we will use in this step, the transformation problem through breaking down the multi-label dataset into a single label dataset using the Label Priority Powerset transformation. The output of this step is a dataset \( Ds = \{(X_1, y_1),\ldots,(X_P, y_P)\} \), where \( X_i \) is the feature extracted from HOG method and \( y_i \) is the decimal conversion of binary multi-label after sorting the label by their importance. The importance of this step is the reduction of the complexity of learning process [5].
5. **Classification:** tree decision is a powerful classifier used in this phase, because of its ease of use and its independence of the features of the dataset and their distribution. The output of this step is K trees, where K is the number of clusters. The advantage of this step is that it applies single label classification in a multi-label problem. In case of K is big, the drawback is the complexity of the algorithm.

In brief, MIML-HOG extracts the important feature from image using Histogram HOG algorithm, solving the first limitation. Second, we apply the clustering technique K-means to group the similar images together into homogenous groups. This step was important for the classification process. Finally, we applied in the learning phase the supervised learning algorithm Label Priority Powerset that transforms MIML problem to single label classification, solving the second limitation.

**IV. EXPERIMENT**

The purpose of the experiment compares MIML-HOG with the best results found in state-of-the-art algorithms of multi-label image classification. Therefore, five evaluation metrics
are used: HL, RL, OE, AP, and Coverage. Our contribution is to build on the IMC domain. For this purpose, we use scene dataset. It is a benchmark used for this purpose for several state-of-the-art algorithms [4]. It consists of 2000 images belonging to five natural scenes mountains, desert, sunset, trees, and sea. We split it into 1600 training examples and 400 testing examples. We used MATLAB to develop our algorithm which is a powerful tool for research.

Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>HL</th>
<th>RL</th>
<th>OE</th>
<th>AP</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIML-HOG</td>
<td>.178</td>
<td>.167</td>
<td>.794</td>
<td>.299</td>
<td>.934</td>
</tr>
<tr>
<td>MIML-(Algorithms[4]) NN</td>
<td>.090</td>
<td>.125</td>
<td>.91</td>
<td>.01</td>
<td>.7</td>
</tr>
</tbody>
</table>

The results of Table I prove that our algorithm is better in all metrics. Several reasons justify these results:
a) Extracting the important features from images such as the orientation and the magnitude
b) Clustering of images into homogenous groups which facilitates the learning in each cluster
c) The average precision of MIML-HOG is high (0.91), affecting significantly the other metrics

V. CONCLUSION

This article deals with the classification of images from a learning perspective with multiple labels. It assesses the two representations that have been proposed in MIML and is compared with their efficiency by using HOG and LPP. Experimental results of the MIML-HOG with the state of art algorithms confirm that our algorithm is more appropriate for the multi-label image classification. The extraction of the important features such as the orientation and magnitude from image, the clustering of images into homogenous groups, and the learning in each cluster improves significantly the main metrics used for multi-label problem. We can conclude that further progress in this area is justified and could optimize the resolution of this problem.
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