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Abstract—This paper presents a nonlinear differential model,
for a three-bladed horizontal axis wind turbine (HAWT) suited
for control applications. It is based on a 8-dofs, lumped
parameters structural dynamics coupled with a quasi-steady sectional
aerodynamics. In particular, using the Euler-Lagrange Equation
(Energetic Variation approach), the authors derive, and successively
validate, such model. For the derivation of the aerodynamic model,
the Greenbergs theory, an extension of the theory proposed by
Theodorsen to the case of thin airfoils undergoing pulsating flows,
is used. Specifically, in this work, the authors restricted that theory
under the hypothesis of low perturbation reduced frequency k,
which causes the lift deficiency function C(k) to be real and equal
to 1. Furthermore, the expressions of the aerodynamic loads are
obtained using the quasi-steady strip theory (Hodges and Ormiston),
as a function of the chordwise and normal components of relative
velocity between flow and airfoil Ut, Up, their derivatives, and
section angular velocity ε̇. For the validation of the proposed model,
the authors carried out open and closed-loop simulations of a 5
MW HAWT, characterized by radius R =61.5 m and by mean chord
c = 3 m, with a nominal angular velocity Ωn = 1.266rad/sec.
The first analysis performed is the steady state solution, where
a uniform wind Vw = 11.4 m/s is considered and a collective
pitch angle θ = 0.88◦ is imposed. During this step, the authors
noticed that the proposed model is intrinsically periodic due to
the effect of the wind and of the gravitational force. In order
to reject this periodic trend in the model dynamics, the authors
propose a collective repetitive control algorithm coupled with a PD
controller. In particular, when the reference command to be tracked
and/or the disturbance to be rejected are periodic signals with a
fixed period, the repetitive control strategies can be applied due to
their high precision, simple implementation and little performance
dependency on system parameters. The functional scheme of a
repetitive controller is quite simple and, given a periodic reference
command, is composed of a control block Crc(s) usually added
to an existing feedback control system. The control block contains
and a free time-delay system eτs in a positive feedback loop, and a
low-pass filter q(s). It should be noticed that, while the time delay
term reduces the stability margin, on the other hand the low pass
filter is added to ensure stability. It is worth noting that, in this
work, the authors propose a phase shifting for the controller and
the delay system has been modified as e−(T−γk), where T is the
period of the signal and γk is a phase shifting of k samples of the
same periodic signal. It should be noticed that, the phase shifting
technique is particularly useful in non-minimum phase systems, such
as flexible structures. In fact, using the phase shifting, the iterative
algorithm could reach the convergence also at high frequencies.
Notice that, in our case study, the shifting of k samples depends
both on the rotor angular velocity Ω and on the rotor azimuth
angle Ψ: we refer to this controller as a spatial repetitive controller.
The collective repetitive controller has also been coupled with a
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C(s) = PD(s), in order to dampen oscillations of the blades.
The performance of the spatial repetitive controller is compared
with an industrial PI controller. In particular, starting from wind
speed velocity Vw = 11.4 m/s the controller is asked to maintain the
nominal angular velocity Ωn = 1.266rad/s after an instantaneous
increase of wind speed (Vw = 15 m/s). Then, a purely periodic
external disturbance is introduced in order to stress the capabilities
of the repetitive controller. The results of the simulations show that,
contrary to a simple PI controller, the spatial repetitive-PD controller
has the capability to reject both external disturbances and periodic
trend in the model dynamics. Finally, the nominal value of the
angular velocity is reached, in accordance with results obtained with
commercial software for a turbine of the same type.

Keywords—Wind turbines, aeroelasticity, repetitive control,
periodic systems.

I. INTRODUCTION

HAWT control is crucial for both increasing performance

(power harvested from wind and its quality) and

avoiding excessive stresses on components. Indeed, both wind

and torque are time-varying, due to periodic and non-periodic

effects. In particular, wind over turbine blades is strongly

affected by terrain boundary layer, which causes periodicity in

aerodynamic boundary conditions and then on loads acting on

rotor blades. If the blades are not controlled, this periodicity

induces high vibratory level, as well as reduction of power

generated. The most effective and multipurpose way to

control an HAWT is changing blade pitch in order to correct

the aerodynamic incidence, while other control strategies (as

yaw or torque control) are mainly aimed to avoid excessive

rotational speed. Conversely, acting on blade pitch allows to

reduce vibratory loads and to regulate generated torque at the

same time.

Related Work

While many models for HAWT simulation and control

are oversimplified and condensed (few dofs, coefficient-based

aerodynamics, no direct simulation, rigid body assumption)

[1], detailed analysis and design of wind turbines relies

on adequate aerodynamics and structural dynamics rotor

modeling, including application of suitable techniques

for space and time aeroelastic system integration. The

development of suitable models for wind turbines, usually

involves well assessed engineering methods based on

enhanced Blade Element Momentum Theory (BEMT)

techniques, that include tuned-up corrections to model

blade tip flow, wake dynamic inflow and dynamic stall

[2]. More recently, Computational Fluid Dynamic (CFD)

tools based on RANSE (Reynolds-Averaged Navier-Strokes

World Academy of Science, Engineering and Technology
International Journal of Computer and Systems Engineering

 Vol:10, No:9, 2016 

1689International Scholarly and Scientific Research & Innovation 10(9) 2016 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
Sy

st
em

s 
E

ng
in

ee
ri

ng
 V

ol
:1

0,
 N

o:
9,

 2
01

6 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/1
00

05
48

4.
pd

f



Equations), DES (Detached Eddy Simulation) and LES

(Large Eddy Simulation) aerodynamics solvers have shown

the capability to achieve a physically consistent description

of turbine flow-field, thus interest in coupled CFD-CSD

techniques is increasing as well [3], [4]. Nevertheless,

due to the high computational costs, they are not well

suited for aeroelastic analyses in practical preliminary

design and aero-servo-elastic applications. In this scenario,

three-dimensional incompressible, potential, attached flows

[5]-[7] solvers represent an advanced convenient alternative to

BEMT codes. Other works, instead, only focused on a simple

reduced non-linear model using finite-element multibody

procedures [8], [9]. A drawback of these methods is that,

even if they take into account the complete non-linear model

of the turbine, only numerical solutions may be achieved.

On the control side, most solutions adopted nowadays

by the manufacturers revolve around collective or cyclic

pitch using classic control techniques. In the recent literature

on wind turbine control, different types of controller have

been studied. In [10] a torque controller that incorporates

approximate-angular-acceleration feedback is proposed, to

improve efficiency in presence of unsteady wind. Individual

pitch control and field tests to assess the viability of such

philosophy are studied, for instance, in [11], [12]. In [13]

a multiple model robust control strategy is considered, and

a fault tolerant pitch control is proposed to rejects faults in

a turbine pitch actuator. Moreover, model predictive control

(MPC) techniques are active research topics in this field and

recent studies have been shown promising results [9], [14],

[15]. Finally, repetitive control strategies for wind turbine

have been proposed in [15]-[17] when the reference command

to be tracked and/or the disturbance to be rejected are periodic

signals with a fixed period.

Paper Contributions

The contribution of this paper is twofold. First, the

authors propose and validate a mid-fidelity nonlinear model

composed of eight differential equations in eight variables for

a three-blade HAWT wind turbine. Second, they propose a

spatial collective repetitive control algorithm coupled with a

PD controller in order to reject periodic trends in the model

dynamics.

II. WIND TURBINE MODEL

In deriving the aeroelastic model of an horizontal-axis wind
turbine, the authors moved from Euler-Lagrange differential
equation (Energetic Variational Approach)

d

dt

(
∂T
∂q̇i

)
− ∂(T − U)

∂qi
= Fi ∀i = 1, · · · , n. (1)

where T = T (q̇,q) and U = U(q) are the kinetic

and potential energy, respectively, Fi = Fi(q̈, q̇,q) are

the generalized forces and q is the vector collecting the

generalized coordinates qi, which include rigid and elastic

dofs. Here, eight degrees of freedom providing a semi-rigid

(lumped parameters) model for the aero-elasticity of

rotor-pylon system of a three-bladed HAWT are considered.

In particular,

qi =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q1 = zp;

q2,3,4 = β1,2,3;

q5,6,7 = θ1,2,3;

q8 = Ψ.

(2)

where zp represents the tower fore-aft elastic motion, β and

θ are, respectively, flap and pitch angle of each blade, and Ψ
is the azimuthal position of reference blade. The total kinetic

energy T may be expressed as

T =
1

2
v̄Tgn(q̇,q)mtotv̄gn(q̇,q)+

+
1

2

3∑
i=1

v̄Tgbi
(q̇,q)mbv̄gbi (q̇,q)+

+
1

2

3∑
i=1

ω̄T
bi(q̇,q)Jgb ω̄bi(q̇,q)

(3)

where v̄gn represents the velocity of the nacelle center of

gravity, mtot is the sum of the nacelle and pylon mass,

v̄gbi and ω̄bi are the i-th blade linear and flapping angular

velocities, whereas mb and Jgb represent, respectively, blade

mass and matrix of inertia with respect to center of gravity.

Note that v̄gn , v̄gbi and ω̄bi may be easily expressed as

function of q, q̇ exploiting rigid body motion relations. The

total potential energy U is the sum of gravitational and elastic

contributions (Ug and Ue, respectively), i.e.

U = Ug + Ue, (4)

In particular, the elastic energy is associated to the springs

acting on zp, βi and θi dofs. These terms read as

Ug =

3∑
i=1

Ubi =

3∑
i=1

−mbg sinΨxgbcosβi,

Ue =
1

2
kpz

2
p +

1

2

3∑
i=1

kβi
β2
i +

1

2

3∑
i=1

kθiθ
2
i ,

(5)

Fig. 1 Section velocity, from [20]

where mb is the mass of the rotor blade and xgb is the
radial position of the blade center of mass with respect
to the flapping hinge. Now, under the assumption of small
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pitching and flapping angles, i.e. sin(βi, θi) ≈ βi, θi and
cos(βi, θi) ≈ 1, and substituting (3) and (5) in (1) one
obtains the following nonlinear system

mtotz̈p −
3∑

i=1

mbxgb β̈
2
i + kpzp =

3∑
i=1

∫ L

0

Lwidr

Joy β̈1−mbxgb z̈p+
(
JoyΩ

2+mbxgbfΩ
2+kβ1

)
β1+

−mbxgbg sinΨ1 − Jgx Ω̇θ1 =

∫ L

0

Lw1rdr

Joy β̈2−mbxgb z̈p+
(
JoyΩ

2+mbxgbfΩ
2+kβ2

)
β2+

−mbxgbg sinΨ2 − Jgx Ω̇θ2 =

∫ L

0

Lw2rdr

Joy β̈3−mbxgb z̈p+
(
JoyΩ

2+mbxgbfΩ
2+kβ3

)
β3+

−mbxgbg sinΨ3 − Jgx Ω̇θ3 =

∫ L

0

Lw3rdr

3∑
i=1

[
mbf

2 + Joz + 2mbxgbf
]
Ω̇+

−2
3∑

i=1

JoyΩβ̇iβi =
3∑

i=1

∫ L

0

Lvi(r + f)dr

Jgx θ̇1+JgxΩ
2θ1−Jgxβ1Ω̇=

∫ L

0

Mφ2dr + Cc1

Jgx θ̇2+JgxΩ
2θ2−Jgxβ2Ω̇=

∫ L

0

Mφ2dr + Cc2

Jgx θ̇3+JgxΩ
2θ3−Jgxβ3Ω̇=

∫ L

0

Mφ3dr + Cc3

(6)

where Ω = Ψ̇ is the rotor angular velocity, f is the

distance between flapping hinge and rotation axis, and g is

the gravitational acceleration. Although small, the effect of

gravity is one of the sources of system periodicity.

The aerodynamic model chosen for this study is

derived from the Greenberg’s theory [18], an extension

of Theodorsen’s theory [19] to the case of thin airfoils

undergoing pulsating flows. Here, the authors restricted that

theory under the hypothesis of low perturbation reduced

frequency k, which causes the lift deficiency function C(k)
[19] to be real and equal to 1 (i.e., no delay between

boundary conditions and resulting load is present). The

sectional aerodynamic lift force and moment are then sum

of two contributions: the former is the circulatory component

due to the circulation around the airfoil and the latter is the

non-circulatory part, also present on non-lifting bodies. It is

worth noting that, while circulatory lift and moment exist

also in steady flows, non-circulatory contribution is only due

to unsteadiness. Furthermore, a simple expression for skin

friction and form drag is added through the inclusion of drag

coefficient, Cd0. Following the approach proposed by Hodges

and Ormiston [20], the authors expressed aerodynamic loads

as a function of the chordwise and normal components

of relative velocity between flow and airfoil Ut, Up, their

derivatives , and section angular velocity ε̇

Expressing these velocities in terms of system dofs

(exploiting rigid body motion relations) results in the

following expression for aerodynamic in-plane (Lv) and

out-of-plane (Lw) sectional forces and moment (Mφ)

generated by each blade (see Fig. 1), appearing in (6)

Lv ≈2πρc

2

[
Vw(Vw − Ωrθ)(S2φ Cφ+ C3φ)+

−Cd0Ω
2r2C3φ

2π
− Ωr

(
rβ̇+Vw−żp

)

(Sφ C2φ+ S3φ)− c

4
Ω̇r S2φ

]

Lw ≈2πρc

2

[
Ω2r(r + 2f)(Sφ C2φ+ S3φ)+

−Cd0
Ω2r2 Sφ C2φ

2π
+Ωr(żp+Ωrθ−Vw+

−rβ̇)(S2φCφ+C3φ)+
c

4
Ω̇rSφCφ+ 2Ωrf Sφ C2φ

]

Mφ ≈− 2πρc

2
(
c

4
)2
[
Ω̇(r + f)Sφ+(Ω2rβ+z̈p+

Ω̇rθ+2Ωrθ̇−β̈r−VwCφ)
]

(7)

where c is blade chord, ρ is air density, Vw is the wind

velocity, φ is blade structural twist, whereas S and C are

abbreviation for sin() and cos(). It is worth noting that,

if a non-uniform inflow is considered (e.g., due to terrain

boundary layer) this results in strong periodicity of the

system.

III. CONTROL OBJECTIVES AND STRATEGIES

In this section the control objective and strategies for the

wind turbines are outlined. In particular, the repetitive control

strategy is introduced and the proposed spatial repetitive

controller algorithm is described.

A. Control Objective

A wind turbine is essentially a device that captures part of

the wind energy and converts it into useful work. To achieve

this goal, several factors can be taken into account:

• Energy capture: Energy maximization with safe

operation restrictions (e.g., rated power, rated speed and

cut-off wind speed);

• Mechanical loads: Protect the wind turbine against

excessive dynamic mechanical loads;

• Power quality: Provide good Power Quality to comply

with the standards of grid connected wind turbines.

In addition, different working condition are possible

for a wind turbine, such as fixed-speed/variable-speed

or fixed-pitch/variable-pitch. These strategies are usually

combined together, in order to achieve the control objectives

over the full range of operational wind speeds.

B. Control Strategies

Wind turbines usually have at least three different possible

control actuators: blade pitch, generator torque, and machine

yaw [1], [21]-[23]. The blade pitch controller is the most

effective one in the control of the aerodynamic loads. We
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can find two configurations for this type of controller: the

collective and the independent pitch control. In the first

configuration the angle of each blade is adjusted identically,

whereas for the independent pitch control the angle is

adjusted independently of the other blades. The generator

torque, instead, is most often used in region 2 to maintain

turbine operation at maximum power coefficient Cp. It can

also be used to add damping to the drive-train torsion modes

of the turbine in region 3. In addition, the power output of

the turbine can be limited by yawing the machine out of

the wind, thereby decreasing the projected rotor area and

reducing power. Most often, yaw control is used only to

respond to changes in wind direction in an attempt to reduce

the yaw error (the angle between the mean wind direction

and the direction of orientation of the turbine) and thereby

maximize power. In this paper, the authors choose to work

with a fixed-speed/variable-speed mode such that the wind

turbine can reach the maximum power conversion only at

a specific wind speed. In particular, the power has been

limited, above the rated wind speed, using the well known

pitch-to-feather approach. With this method, it is possible to

stop the rotor when the wind exceeds the maximum rated

speed. Specifically, the controller acts increasing the pitch

angle while the trim angle decreases.

C. Repetitive Control

Tracking reference commands without a steady state

error and reject disturbances acting on the control

variables, are well known basic requirements in controls

systems. In addition, in many practical applications (such

as high accuracy trajectory control in servomechanisms,

robot control, altitude stabilization of satellites, current

compensation in active filters and control of rotation

mechanisms), the control tasks are often of a repetitive nature.

Due to the increasingly high demand on the productivity

and quality, one of the most challenging tasks in the last

years, has become the high precision control of such kind of

systems. Hence, instead the classical tuning of general servo

controllers such as PID or state feedback controllers, a special

class of techniques may be considered to handle with these

periodic signals. In particular, when the reference command

to be tracked and/or the disturbance to be rejected are periodic

signals with a fixed period, the repetitive control strategy

can be applied [24], [25]. Indeed, since its introduction

to the control community, this technique has distinguished

itself by its high precision, simple implementation and little

performance dependency on system parameters. Furthermore,

thanks to a great effort to its theoretical development and to

various algorithms that have been proposed in the last years,

a lot of engineering problems (e.g., wind turbines control)

are now treated with a repetitive control model [15]-[17].

In Fig. 2 the functional scheme of a repetitive controller

approach is shown. The block Crc(s) is usually added to an

existing feedback control system and is composed of a free

time-delay system e−Ts in a positive feed-back loop, and

a low-pass filter q(s). It should be noticed that, while the

time-delay term is well known for decreasing the stability

q(s)e−Ts

C(s) P (s)
r(s) +e(s) u(s) y(s)+

−

Crc(s)

Fig. 2 Repetitive control scheme

Repetitive
and

angle shifter
C(s)

Wind
Turbine

Ωref u(s)
Ω

Ψ

Fig. 3 Spatial repetitive control scheme

margin, on the other hand the low pass filter is added to ensure

stability. In particular, the repetitive control loop in Fig. 2 is

equivalent to the modified version proposed by Hara in [26],

with a(s) = 1, which sacrifices tracking performances at high

frequencies for system stability.

In this paper, a modified repetitive control strategy is

applied on the model proposed in Section II.

D. The Proposed Repetitive Controller

The design of the controller follows the procedure detailed

in [27]-[29] where a phase shifting is considered. To this aim,

the free time delay system in Fig. 2 has been modified as

e−(T−γk) (8)

where T is the period of the signal and γk is a phase shifting

of k samples of the same periodic signal.

It should be noticed that, the phase shifting technique

is particularly useful in non-minimum phase systems, such

as flexible structures. In fact, using the phase shifting, the

iterative algorithm could reach the convergence also at high

frequencies. Moreover, in [30] it has been shown that iterative

learning algorithms are sub-optimal, converging with a small

error, for quasi-linear systems with smalls non-linearity.

During the validation steps of the model presented in

Section II(without the action of a feedback control loop),

the authors observed a periodic trend of the pitch angle

due to the effect of the gravitational force (see Section

IV). Hence, they preferred to apply a spatial collective

repetitive control algorithm to counterbalance this periodic

trend. The term spatial refers to the azimuth angle on which

the controller acts. In fact, recent studies [31]-[34], have

shown that a spatial-based repetitive controller can be used,

without degrading its performances, in combination with

systems operating at varying speed. Notice that, in our case

study, the shifting of k samples depends both on the rotor

angular velocity Ω and on the rotor azimuth angle Ψ (see

Fig. 3).

The collective repetitive controller has also be coupled

with a C(s) = PD(s), in order to dampen oscillations of the
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Fig. 4 Open-Loop convergence of angular velocity

Fig. 5 Open-Loop steady solution of pitch angle for the three blades

blades and to satisfy the quasi-linearity constraint supposed

by [30].

Algorithm 1 shows the proposed spatial repetitive control

algorithm. Notice, at line 5, the shift of 35 samples.

IV. SIMULATIONS AND VALIDATION

In this section the validation of the proposed model

(open-loop results) is presented along with the assessment

of controller efficiency (closed loop simulations). In order

to validate the model introduced in Section II the authors

considered a 5 MW HAWT, characterized by radius R =
61.5 m and by mean chord c = 3 m. The first analysis

performed is the steady state solution, considering a uniform

wind Vw = 11.4 m/s and imposing collective pitch angle

Algorithm 1: Spatial Repetitive

Buffer : x, xnew (actual and new state)
Init : x = [0, · · · , 0] (control signal buffer)
Input : [e,Ψ] (actual error and azimuth angle)
Output: u (control signal)

1 if Ψ has changed of 0.5 degrees then
2 for i = 1 : (2 ∗ 360− 1) do
3 xnew(i) = x(i+ 1);
4 end
5 shift = 35;
6 xnew(2 ∗ 360− 2 ∗ shift) = x(2 ∗ 360 + 1− 2 ∗ shift) + e;
7 xnew(2 ∗ 360) = x(1);
8 else
9 xnew = x;

10 end
11 u = xnew(1);
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Fig. 6 Angular velocity when the PD-controller acts to reject Ω variation induced by an increase in wind speed

Fig. 7 Control torque applied to obtain Ω shown in Fig. 6

θ = −0.88◦. Fig. 4 show the time-history of the angular

velocity Ω and its equilibrium value (1.6 rad/s) over 200 s

of simulation. This value is near to that reported in FAST

documentation [35] for the same turbine. 1 Fig. 5 shows

the almost-periodic solution of the pitch angle, when the

blade rotation is constrained with a rotational spring about

θ = −0.88◦ (instead of being clamped). The periodicity of

the system is clearly dominated by the Ω frequency and the

phases between consecutive blades solutions are all equal to

1/3 of the period of revolution.

Next, the effectiveness of the controller presented in

Section III-C is assessed. The gains of the PD controller

coupled with the repetitive one are reported in the first row

of Table I.

1FAST is a well-known, high fidelity aeroelastic code for HAWT
analysis, considering a much higher number of dofs.

TABLE I
CONTROLLERS GAINS

Gains P I D
Repetitive PD -0.018 0 -0.01
Standard PID -0.018 -0.00114 0

Starting from wind speed velocity Vw = 11.4 m/s the

controller was asked to maintain the nominal angular velocity

Ωn = 1.266 rad/s after an instantaneous increase of wind

speed (Vw = 15 m/s). Fig. 6 shows the results in terms of

the angular velocity. Note that, after a 20 s-long transient, the

angular velocity returns to its nominal value.

Figs. 7 and 8 show the control torque and the resulting

pitch angle under the action of the PD-repetitive controller.

Then, a purely periodic external disturbance (having period
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Fig. 8 Blade pitch resulting from the application of control torque shown in Fig. 7

Fig. 9 Angular velocity in presence of periodic torque disturbance

Ψ = 2π) on generator torque is introduced in order to stress

the capabilities of the repetitive controller. The performance

of the spatial repetitive controller is compared with that of a

PI controller alone (the gains of this controller are reported in

the second row of Table I). Figs. 9 and 10 show the outcome

of the closed loop simulation, in terms of angular velocity

and power output, respectively. In particular, the behavior

of Ω without the control is depicted in blue, while the two

control approaches are identified by green line (PI) and red

line (repetitive-PD). It is evident that, while the mean values

of both controlled cases match the requirement, only the

repetitive controller is able to reject the periodic disturbance.

V. CONCLUSIONS

In this paper, the authors presented a nonlinear differential

aerolastic model for a three-bladed HAWT. The model is

obtained through the Euler-Lagrange equation, whereas the

expressions of the aerodynamic loads are obtained using

quasi-steady strip theory. In the open loop simulations on

a 5 MW HAWT, the model has given predictions in good

agreement with those from high-fidelity commercial codes.

A spatial repetitive-PD controller acting on collective

pitch algorithm is also proposed for the rejection of a

periodic disturbance and of the periodicity characteristic of

wind turbines. The results show that, contrary to a simple

PI controller, the spatial repetitive-PD controller has the
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Fig. 10 Power output in presence of torque disturbance

capability to reject both kind of disturbances. Future work

would include the improvement of aeroelastic model with: i)

the inclusion of the variation of wind velocity due to terrain

boundary layer; ii) the modeling of lag motion of the blades,

which plays a crucial role in aeroelastic stability; iii) the

capability to model rotors with unbalanced blades (e.g. due

to mechanical or structural problems during life cycle). On

the control side, a weighted repetitive collective blade pitch

controller could be used, in order to remove the residual error

on the pitch mode.

SYMBOLS

Below is a list of frequently used symbols and their

definitions.

zp Translation of the pylon
β Flapping angle
θ Pitch angle
ψ Azimuth angle
Ω Angular velocity
mtot Sum of nacelle and pylon mass
mb Blade mass
Jgb Blade matrix of inertia
kp Elastic constant of the pylon motion
kβ Elastic constant of the flapping motion
kθ Elastic constant of the pitching motion
L Aerodynamic force
M Aerodynamic moment
Cc Pitch control torque
f Hinge offset
φ Blade twist
c Airfoil chord
ρ Air density
Vw Wind velocity
r Coordinate along blade span
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