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Mobile Augmented Reality for Collaboration in
Operation
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Abstract—Mobile augmented reality (MAR) tracking targets from
the surroundings and aids operators for interactive data and procedures
visualization, potential equipment and system understandably.
Operators remotely communicate and coordinate with each other for
the continuous tasks, information and data exchange between control
room and work-site. In the routine work, distributed control system
(DCS) monitoring and work-site manipulation require operators
interact in real-time manners. The critical question is the improvement
of user experience in cooperative works through applying Augmented
Reality in the traditional industrial field. The purpose of this
exploratory study is to find the cognitive model for the multiple task
performance by MAR. In particular, the focus will be on the
comparison between different tasks and environment factors which
influence information processing. Three experiments use interface and
interaction design, the content of start-up, maintenance and stop
embedded in the mobile application. With the evaluation criteria of
time demands and human errors, and analysis of the mental process
and the behavior action during the multiple tasks, heuristic evaluation
was used to find the operators performance with different situation
factors, and record the information processing in recognition,
interpretation, judgment and reasoning. The research will find the
functional properties of MAR and constrain the development of the
cognitive model. Conclusions can be drawn that suggest MAR is easy
to use and useful for operators in the remote collaborative works.

Keywords—Mobile augmented reality, remote collaboration, user
experience, cognitive model.

I.  INTRODUCTION

IRTUALLY continuum combines reality with virtual

reality, and together forms an augmented reality as the
derivative [1]. Augmented reality is an emerging technology
that real-time superimposing computers generated content into
a scene of the physical world. Through capturing current
surroundings with a camera, users are able to interact with both
the real world and synthesis graph. This technology had been
used in the industrial field of design, maintenance, processing
and layout. In 1990, Tom Caudell coined the term virtual reality
and employed it to support Boeing's engineering process. Even
with the development of IT and communications, the head
mounted device remained expensive and presented ergonomic
issues, while a holographic projector has problems with visual
quality and stability, and the smart mobile as a portable device
has the potential for installation at a low cost. Augmented
reality is developing rapidly in the field of education,
entertainment and advertising. The mobile application in the
production field will affect productivity for each factory, as a
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result of the integration of information and professional
workflow. Augmented Reality may change the way that
humans interact with machines.

Augmented reality can be used in different scenarios such as
maintenance and control, training and support for the complex
and interactive data and procedures visualization [2]. In the
production industry, operators have to understand equipment
specifications and operating procedure, and they need to
monitor and maintain the system; also, operators have to
troubleshoot and prevent accidents. MAR helps them track the
data from the surroundings [3] for information exchange
between colleagues. In multitasks, such as commissioning of
the equipment and troubleshooting of system, some of the
operators (monitors) are responsible for monitoring the
distributed control system (DCS) in the control room, while
other operators (inspectors) are inspecting the system and
equipment at the work-site, the monitor and inspector have to
remotely communicate with each other for real-time
collaboration in continuous tasks.

A complex pipeline system and multifarious equipment
synthesize the production workshop, such as the clean-type
heat recovery steam generator project (HRSG). The first
problem is the factor related to the working situation, the
numerous system layouts and equipment specifications take
mental focus and workload for operators with regard to either
working memory or long-term memory. Secondly, remote
communication such as the accuracy of the description by
monitoring and misunderstandings of meanings by inspectors
are susceptible to failed execution. The other problem is the
collaboration among operators, which calls for adjusting the
system and equipment in a timely manner in an emergency, the
influx of data requests to monitor and ensure the safety of
integrated system, and the change of device parameters updates
inspectors and decreases damage to equipment.

A. Research Questions

Computer-supported cooperative works (CSCW) combine
teamwork reorganization with application technology, which is
supported by computer science. The characteristics include
continuous task, remote interaction, communication and
coordination. Effectiveness, efficiency and satisfaction are
considered human-centered factors, so the critical question is
how to improve the user experience of MAR in collaboration
with operators.

1) How can operators be helped to reduce mental workload by
the use of MAR?

2) Whatkinds of information can help remote communication
between monitors and inspectors?
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3) How can operators be helped to cooperate with each other
for task performance?

B. Objectives

In the collaboration of MAR, information exchange and data
monitoring ensure the safety of a system, remote collaboration
for the human-computer interaction is easy to understand, so
that operators reduce the prevent inappropriate operation which
can lead to serious consequence. MAR collaborated with
traditional operation processing could improve user experience
and reduce working stress for multi-task performance.

1) MAR could help operators maintain attention to predict for
executive control.

2) MAR could help operators to have remote interaction for
complex task performance.

Fig. 1 Circulating Water Pump

This research focuses on MAR supported collaborative work
for operators for the commissioning of a circulating water
pump (see Fig. 1). The operators have to deal with working
situation, task-oriented work-flow, data communication and
signal feedback. The result could be used for the centrifugal
pump such as feed water pump; condensate pump; drain pump

and circulating water pump in the steam turbine unit (see Fig. 2).

According to the work content, MAR can expand to operation
and maintenance in the production industry, and operation
includes system monitoring and data recording, maintenance,
including troubleshooting, equipment start-up and stop.

Fig. 2 Steam Turbine Unit

II. LITERATURE REVIEW

Augmented reality combines the real and virtual
environment in a 3D space for real-time interaction [4], through
overlapping text, image, animation or 3D objects into the real
environment seamlessly [5], users perceive information as real
in their surroundings [4]. From the first augmentation of real
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photos present in Auto CAD software with the evaluation of
manual alignment, augmented reality can be applied in the
collaboration of the layout arrangement. In order to improve
user experience, MIT built a desktop system for 2D drawing,
3D simulation to relay out, from off-site to on-site collaboration
[6].

As well as desktops, mobile devices are also applicable for
augmented reality application. Mobile Augmented Reality
(MAR) systems which enhance users’ perception can be widely
used anywhere and in any situation. With computer-presented
information integrated with the real environment, they can
real-time interact with MAR to pose and resolve queries, and
collaborate with others [4]. In order to realize the technology,
MAR is responsible for wireless communication and
location-based services (LBS).

The virtual objects carry information for real-world tasks,
which is more efficient than human performance. Tractica [7]
investigated well-established MAR applications such as
gaming and entertainment, and information. The principal
analyst reported that categories such as retail and product
visualizations, including industrial applications, will have a
significantly higher user retention factor. The gradual
promotion of MAR in industry is making slow progress which
makes user research difficult to launch because of the working
situation and classification, and therefore, it is a challenge to
determine user needs and content requirements. Without
enough specialized knowledge about the operation and
maintenance, it is difficult for the researcher to find site
objectives and functional specifications. This is a limitation in
the development of MAR for maintenance and operation.
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Fig. 3 Participants in Generating and Deploying AR Media

Augmented reality presentation is supplementary for human
recognition processes, while cognitive psychology helps in
information access, limit mistakes, improves user experience
and task performance. Research creates AR media for
annotation with instructions and information for manufacturing
tasks, aircraft maintenance simulation using four methods:
particular view, step guidance, automatic instruction, and
selection to reveal. These types of AR media language (ARML)
have the capabilities of information retrieval, prior knowledge,
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mental expectancy, procedural expertise, and reporting
methods. The dynamics of information processing will improve
user attention and discriminate functional and adjustable
product [8]. The study provides a framework (see Fig.3) for
deploying AR media and hopes integrate AR media with
VRML, JAVA and HTML. However, it does not include any
usability testing and experimental data, since the conceptual
model needs to be tested in the real-life setting.

Collaboration helps multiple users’ access and manipulates
contextual information with independent locations, as a
mechanism for human communication. A mobile collaborative
AR enhances the remote presence between co-located users. A
chess game demonstrates collaboration between a stationary
user and a mobile user to communicate directly with virtual
objects, and different hosts generated together share a 3D
setting via the network for real-time interaction. Far field
present world-stabilized 2D and 3D virtual annotation, near
field manipulated browsed or navigated information [9]. The
study provides a basis for MAR for the remote collaboration
between stationary users and mobile users. However, the user
interface needs an enhanced display quality, accurate
interaction and a quick response. As a consequence, the
performance of MAR automatically adapts to the negotiable
platform [10].
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Fig. 4 Framework of AR based on a collaborative maintenance
instruction platform

Augmented reality based on collaborative maintenance is a
system used between remote experts and technicians for
real-time instruction, and the network environment put forward
to achieve efficient guidance for complex products. A
framework of the instruction platform presents the maintenance
processing with the scene, model and text information. The
verification takes the example of gasoline engines which
demonstrate static maintenance procedures and dynamic
animated operation [10]. The research presents an AR-based
framework (see Fig. 4), of which computer-supported
collaborative instructions are used to exchange information for
a knowledge intensive task. However, the laptop is not
convenient enough to carry at the work-site, and operators need
a portable device for the technician in an Internet environment.

Industrial Augmented Reality (IAR) applying emerging
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technology into  product  design, manufacturing,
de-commissioning, inspection and maintenance, as the user
expects automatic processing in a real-life scenario. Through
critical evaluation by work-flow integration, scalability, cost
beneficial, out of the lab, user tested, out of developers’ hands,
involvement of the industry, the researcher [6] found
commissioning to have a specific and clear work-flow, and is
necessary for industrial development. It seems difficult to
create a prototype for commissioning. The reason is lack of
integrated work-flow in the industrial application; they suggest
that the research on the iterative process of the scalable solution
be based on user feedback. The new IAR would not only
improve user performance on routine tasks, but could provide
guidance for new work-flow.

III. METHODOLOGY

Multiple monitors discuss the commissioning and work with
distributed control system (DCS) in the control room, some
inspectors manipulate equipment at the work-site with the aid
of MAR, and they share the procedure and reference
information in the multi-application environment [9]. Monitors
need to understand the equipment situation that inspectors are
facing at the work-site, as well as understand the system
operating information given by the monitors in the control
room [6]. For this reason, they have to collaborate with each
other to avoid the volatility of the system and equipment.

A. User Research

Through the questionnaire, the operators consider
commissioning as a representative of operation that is an
important for monitoring and inspection. After interviewing
experts, it was found that manipulating procedure was not only
a key issue to remotely collaborate in real-time, but also data
information, in this experimental research, a circulating water
pump was set up to convey cooling water to a condenser in a
steam turbine unit.

In routine commissioning (see Fig. 5), monitors are
responsible for signal collection and data analysis, while
inspectors are responsible for the equipment operation. Thus,
they remotely collaborate to ensure safety during production.
When inspectors receive instruction from the monitors for the
equipment manipulation [5], monitors supervise the value
changes and predict system stability. After inspectors give
feedback to the monitors about the operation procedure, the
inspectors apply an instrument (vibration meter, infrared
thermometer) for data detection. They exchange information in
real-time from system preparation, to equipment start-up and
stop, for the collaborative operation.

B. Interface and Interaction Design

After the user research, the Quality Function Deployment
(QFD) statistic method was used analyze user needs and
translate them into specific design processing. From the score
of the user relative weight, the most often used modes were
remote communication for cooperation, checking equipment
structure, operating status and data collection.
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Fig. 5 Commissioning Operation of a Circulating Water Pump
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In product design, Questions, Options, and Criteria (QOC)
is used to optimize the function requirements and balance the
choice for the information architecture. From MAR, the most

3D models of sections and exploded view, as well as AR
videos. Comprehensive analysis of the commissioning
situation, user-based and function-based relative weight are

popular medium used includes images of texts and graphics,

X ray: scan/check system situation
Video Guidance: reminder procedure
Label: sticky note for leakage mark
Rotation/Zoom: 3D system checking
(Dis)Assembly: 3D equipment detection
Change Skin: information support/alarm
Architecture Diagram: data collection
Measurement: noise/vibration recording
Interactive Audio: personalized retrieval

Contextual Listing: progress check list

o

combined to create the application (see Fig. 6) of the MAR.
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Fig. 7 Interaction Flow Chart

In order to integrate information to design the user interface,
the information structure (see Fig. 7) is divided into three main
parts with an event-based layout. Check and start-up tasks take
audio and text as the preparation group, and are responsible for
item check, information transfer and signal record. The task of
maintenance takes a 3D model as a parameter record group, is
responsible for data collection, technical support, and
information retrieval. The task of stop takes AR (video) as a
video guidance group, is responsible for indicating a problem,
acts as a reminder situation, and system scanning. Even though
the information architecture is lacking equipment and system
classification, they are evenly distributed in the sequence and
easily accessible, so as to quickly reach the aim from root node
to leaf nodes. It takes four steps at a minimum and nine steps at
a maximum for intermediates and experts, and even novices, to
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scan the target get the information needed.

As a function-oriented design, data visualization for the
operating record, such as line chart easy understanding,
fish-eye solves the limitation of screen size. Bold and
minimalist content for an intuitive and natural interface, for
instance, are assistive touch scans which can be accessed
rapidly. Color and iconography emphasize actions, like a
real-life situation embedded in an adjustable translucent
interface. Animations and dimensional affords interaction,
such as a GIF file or AR video help understand complex
problems [12].
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Fig. 8 Mobile Augmented Reality User Interface

The prototyping of the mobile application is created by the
software of Justinmind, and installed on an iPhone 6Plus. The
problem of the prototyping (see Fig. 8) is the difficulty to turn
on the camera for real-time testing, so pictures of the real-life
situation are used for the tracking background instead. As a
user-centered design, the product needs extra attention on
situation awareness, self-determination, remote collaboration
and human error. For the interaction aspect (see Table I), some
functions already realized in this prototyping, including
collaborative operation and expert instruction, and other
functions are expected for future use.

TABLE |
SUPPLEMENTARY EXPLANATION AND EXPECTATION
1. IPhone 6 Plus 10S 9 6. Slip
Personalization: Role definition Measuring Point: Pre-marked &
labeled

Camera: Scan objectives
Categories: Modularization
Icons: Ease of recognition

Magnifier: Working principle
Details: Specific situation
Information Sort: 3D visual display

2. Rule-based Mistake 7. Decision-making

Checklist: Follow up progress System Retrieval: Data collection
Fisheye: Information tracking System Identification: Change skin
Signal: Synchronous operation Automatic Diagnosis: Early warning
3D Equipment: Intuitive items Dynamic Model: Troubleshooting
3. Knowledge-based Mistake 8. Knowledge-based Mistake

Cognition Library: Speech conversion Reminder: Communication
Collaborative Operation: Judgment Expert Guidance: Specification
Audio Frequency: Volume adjust Tool Selection: Data requirement
Contacts: Selection of operators More Info: Operating Procedure
4, Perception 9. Cue Detection

Pre-recorded: Represent data Orthographic View: 3D reconstruction
Accurate Data: Identification Zoom in/out: Ease of observation
Data Analysis: Understand record Flow Variation: Reverse awareness
Three-axis Measurement: Wireless X Ray Animation: Catch attention
5. Lapse 10. Monitoring

Laser Pyrometer: Check temperature Flash: Environment detection
Stroboscope: Detect speed Style-box and Spinner: Assistance
Multi-picker: Upper and lower limits QR Code: Check point recognition
History Inquire: Contradistinction ~ Mode Switch: Information gathering

C. Usability Testing

Six subjects were selected from a university with different
academic backgrounds, which are associated with the position
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set in clean-type heat recovery steam generator projects
(HRSG), operators in six working units that remotely
collaborate with each other for real-time task performance,
boiler unit, desulfurization unit, water treatment unit, steam
turbine unit, electrical unit, and thermal control unit. In order
to recreate the scenario and position for testing, the subjects
were selected from with backgrounds in mechanical
engineering, environmental engineering, chemical engineering,
production engineering or automation engineering. This
experiment measures the performance on task actions, such as
task completion time and task performance rates, as well as a
heuristic evaluation which assists in investigating the user
interface and understanding the usability of the application.
This testing was set for subjects from the engineering faculty,
who used a smartphone with the Justinmind application. A
camera was used to record the performance and a stopwatch
was used to record the time taken, as the subjects performed
the experiment while following the task list. After executing
the tasks, the subjects were required to complete a system
checklist applying critical evaluation.

This experiment explores the collaborative operation, and
also gathers assessment data about the effectiveness of MAR.
The experiment is divided into three groups (see Fig. 9) by task
performance. Group 1 was required to gather visual
information during operation. Participants are asked to scan
the objects to observe the liquid flow direction in the system
and detect the equipment’s internal structure. If the warning
dialog appeared on the MAR interface, the subjects were
required to check the supported data or search for relevant
information to make the correct decision for the manipulation.
Group 2 involved monitoring for potential risks. The subjects
are asked to collect equipment operating data and check
history records. They collaborate with each other to remotely
communicate to identify abnormal data, and to then make the
necessary operation adjustment. If the data were recorded
normal and stable, the subjects needed to check the task
procedures to go to the next step. Group 3 was required to
record data as part of a routine inspection. The subjects were
asked to collect data about vibration and temperature, classify
the information and analyze the data, and mark failure points
or checkpoints by using virtual label as the warning. If they
experienced problems during the inspection, an AR video was
available to instruct them about the specification.

IV. RESULTS

The results were used to verify the usability of MAR used
for the remote collaboration between operators in the
production industry. The test results were divided into four
aspects: task performance, time taken, satisfaction and
heuristic evaluation.

Fig. 10 presents the differences in user performance among
the 10 sub-tasks. It shows that 33% of subjects failed in the
execution of sub-task 4 (awareness). The subjects found it
difficult to detect the clues about the flow direction after
tracking; the reason was that the perspective of the 3D
equipment is very important, in order to grab the attention of
the subjects in the complex system. A total of 17% subjects
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failed on sub-task 6 (task processing) and sub-task 10
(equipment specification), they did not have experience about
this working procedure; it was easy to make lapses or
rule-based mistakes, and therefore, the application is better for
the trained novice or intermediate. That is as 33% of the
subjects considered sub-task 2 (track or scan objects) and
sub-task 3 (information retrieval) biased in tough performance

b
Start | [ stant

situations, and the tracking point created a problem for the
subjects in getting the required result, and the data support was
regarded as limited and failed to meet their needs, and
therefore information optimization and being able to mark the
points of failure are helpful to wusers for accurate
decision-making.

| \ Start
| Operation | \ Moniter | | Inspection .-'I
l X 4
- | information ] ~ ] | chedkTask | o = [AR) Video |
. ™ g ~ Statement . N | .~ Operating Data™. N, 8
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Fig. 9 Action Sequence of Collaborative Operation
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Fig. 10 Task Performance by Scored Criteria

Half of the subjects believed that sub-task 8 (data collection)
and sub-task 9 (information recording) were not easy for
information classifying, recording, retrieving and checking,
this calls for a well-organized system to have personal and
public information available and which is distinguished by
access permission [11]. Meanwhile, 33% of subjects thought
sub-task 7 (remote communication) was difficult for execution.
For the knowledge-based mistake, they believed that MAR
supported collaborative works to relieve operators from the
heavy stress of dealing with multiple tasks, and if operators
need to solve the complex problem, they might confuse the
information selected; the key point is the information priority
issues of Augmented Reality. In summary, the subjects
showed high performance on all tasks, and the results provided
the direction and recommendations for future studies.
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Task Completion Time

Fig. 11 Time Spent on Task Performance (Mean)

Fig. 11 shows the average time taken to complete each task.
It shows that sub-task 4 (clue detection) and sub-task 6 (action
sequence) take more time (around 58.4 seconds), much higher
than the mean. Except for subtask 1, the values of other
sub-tasks take around 40 seconds on average. The reason for
sub-task 4 taking 58.2 seconds was due to situation awareness,
which takes a long time to find the understand during system
monitoring, and therefore the subjects required to rely on their
working memory to make a decision before the information
gathering was complete, creating stress. The reason of sub-task
6 lasting 58.7 seconds was the skill-based lapse, as subjects
take existing processes in the procedural knowledge, and
mistakes occur when the rule invoked does not match the
actual situation, and therefore, they needed more time to
recover from the negative situation. The likelihood of mistakes
is increase for the stage of working memory, which meant that
more time was required for information processing for
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completing sub-task 4 and sub-task 6. The solution could be a
helpful and informative notification when operators are faced
with a complex task.

Heuristic Evaluation

Skills
Help and Documentation
Agsthetic and Minimalist Design

Hexibility and Minimalist Design

Recognition Rather than Recall
Error Prevention

Help Users Recognize, Diagnose
Consistency and Standards
User Contral and Freadom

Match System and Real World

Visibility of System Status

0% 0% 40%

=
]
|
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Fig. 12 Heuristic Evaluation Statistic

Fig. 12 presents that the heuristic evaluation for the MAR
application. Six subjects were used as evaluators, while 78% of
the usability problems in the user interface were detected by
the prediction formula created in 1993 by Nielsen and
Landauer. Some 33% of the subjects highlighted problems
related to consistency and standards. The color and
transparency make it difficult to attract attention on the
interface, in order to embed information into the real world.
Transparency is a method for the user to recognize the
situation, and also color selection is important for the
presentation mechanism such as body-stabilized and
world-stabilized presentation [9]. Another 25% of subjects
pointed to problems with regard to aspects of recognition,
diagnosis, and skills. The system supports both novices and
experts; however, the MAR application needs the function of
feedback for error prevention and correction, such as
informative notifications. The application has visual clues for
easy scanning; while the failure recognition icon may easily
mislead subjects between controls and actions. The mobile
interface operations are easy to learn and use, as a
function-oriented application, the system needs more functions
to adjunct and be applied to the turbine unit.

Meanwhile, 17% subject thought that there were drawbacks
with regard to flexibility, freedom and error prevention. With a
catalog shortcut for quick accessibility and flexibility, both
novice and expert operators could track information on
multiple levels. The low-frequency task has the responsibility
to make it easy for operators to easily remember, such as
troubleshooting, and they can easily reverse their action in the
task performance. The MAR application prevents operators
from making errors by proving the required supporting
information, and optimizing entry memory which improves
the working efficiency for information retrieval. Only 8% of
the subjects considered the visibility of the system status,
match between virtual and reality, a minimalist design. After
operators finished a group task, they could check the working
procedure or get navigational aids, such as place markers, for
notification of the tasks consistent with the necessary action,
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such as data recording to get the exact values for
decision-making. Only essential information is present on the
MAR interface, the labels are brief, familiar and descriptive.
Most of subjects believe that the MAR application is helpful in
the production industry, as well as in their fields. The
information should be accurate, complete, and understandable.
Overall, the interface of the MAR application receives 82%
approval for high performance, while 18% say small
imperfections need to be improved.

Satisfaction

5.2
Easy Lo Use

Usefulness

Fig. 13 Perceived Ease of Use and Usefulness

Fig. 13 shows the evaluation of MAR applied in the
production industry for remote collaboration between
operators. The statistic methods take a one sample T-test, and
presents the average satisfaction of easy to use (M=5.2) and
usefulness (M=6.2), which are significantly easier than the
norm (M=3.5). The effect size is large. Most of subjects
believe that the MAR application is easy to use (72.3%) and
useful (88.6%). In conclusion, MAR is easy to use among
operators and is useful for the remote collaborative task.

V. CONCLUSION

This research discusses how the MAR application assisted
to operators for remote cooperation during complex task
performance. In the commissioning of a circulating water
pump, the operators used the MAR device to aid them in task
execution during routine works. The literature review found a
gap between MAR and remote collaboration. The application
was created with the characteristics of data and information
visualization for a user interface, and remote communication
and cooperation for interaction design. After testing the mobile
device, the results verified that MAR helps operators hold their
attention to predict for executive control; also the application
helped operators in remote interactions in regard to complex
task performance. Thus, the application could have widespread
appeal because of its usefulness and ease of use.

Augmented reality can be used to track the attention of
operators, to check equipment and systems, as well as record
and classify data for decision-making. Operators can take
MAR access to the public interface check, and it could be
concluded that MAR is easy to use and useful and allows for
optimized data and information retrieval, and access in a
private interface allows to operators to stick personalized
virtual notes. Most importantly, MAR supports collaborative
works and helps train novice and intermediates in real-time
remote communication, so as to relieve working stress and
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avoid human error. User interface data visualization inspires
operators to cooperate between monitors and inspectors in the
multiple task performance. Color and transparency are two
main factors that influence the presentation mechanism and the
appropriate MAR pattern contributes to symbol recognition,
which instructs on the task execution. With the help of MAR
and assistive shortcuts, operators can quickly access the
multiple levels and track information, such as the labels for
problem-solving. Positive feedback supports accurate and
understandable information for operators for prevent errors,
such as notification offering brief descriptions, etc.

For the future works on interaction, MAR needs to add more
functions and apply them in the complex system. For example,
positive feedback can benefit clue detection so as to prevent
and correct errors. Perspective adjustment helps operators to
hold attention during AR tracking. Intelligent notifications
assist operators in routine task processing providing optimized
information. For the interface, MAR needs to be improved
with regard to data and information visualization, so as to help
reduce the mental workload for operators. For instance,
infographic classification can benefit low frequency tasks to be
remembered easily. Presentation mechanisms assist operators
in image recognition with consistency and standards. The
procedure priority criteria support operators in collaborative
works so as to avoid knowledge-based mistakes.
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