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Abstract—Classification is an important data mining technique 
and could be used as data filtering in artificial intelligence. The 
broad application of classification for all kind of data leads to be 
used in nearly every field of our modern life. Classification helps us 
to put together different items according to the feature items decided 
as interesting and useful. In this paper, we compare two 
classification methods Naïve Bayes and ADTree use to detect spam 
e-mail. This choice is motivated by the fact that Naive Bayes 
algorithm is based on probability calculus while ADTree algorithm is 
based on decision tree. The parameter settings of the above 
classifiers use the maximization of true positive rate and 
minimization of false positive rate. The experiment results present 
classification accuracy and cost analysis in view of optimal classifier 
choice for Spam Detection. It is point out the number of attributes to 
obtain a tradeoff between number of them and the classification 
accuracy. 

 
Keywords—Classification, data mining, spam filtering, naive 

Bayes, decision tree. 

I. INTRODUCTION 

ATA Mining allowed the development of a new research 
field “The Big Data”. The term “Big Data” is the 

successor of “information explosion” term. The “Big Data” 
was appeared for the first time by John Mashey in 1998 [1]. 
“Big data” refers to datasets whose size is beyond the ability of 
typical database software tools to capture, store, manage, and 
analyze [2]. This new field tries to answer how a huge number 
of databases and information repositories could be organized, 
analyzed and how it is possible to retrieve information from 
this data. It is obviously these questions generate an eminent 
need of methods that can help users to efficiently navigate, 
summarize, and organize the data so that it can further be used 
for applications ranging from market analysis, fraud detection 
[3]. 

The Internet development involves the new technics of data 
storage on distant server called clouds. The emails are used so 
that the total email traffic worldwide, including emails 
professionals and individuals was estimated at over 144 
billion emails per day at the end of the year 2012. It is also 
expected that the amount of mail traffic reaches more than 
192 billion e-mails a day in 2016 [4]. Some of these e-mails 
are promotions and could be considered as not interesting 
therefore as SPAMS.  

In this paper, we analyze some known data results may 
uncover important data patterns are needed. 
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II. DATA MINING 

Data mining is an analytical process designed for extracting 
or exploring hidden and predictive information from large 
databases. It can also be described as the process of searching 
for valuable information in large volumes of data [5]. 

Data mining is a form of knowledge discovery essential for 
solving problems in a specific domain, means a process of 
nontrivial extraction of implicit, previously unknown and 
potentially useful information from data in databases [6].  

Data mining is widely used in diverse areas like Financial 
Data Analysis, Telecommunication Industry, Biological Data 
Analysis, Intrusion Detection and other Scientific 
Applications. Data mining refers to the analysis and extracts 
knowledge from the large quantities of data that are stored in 
computers, network and internet [3]. 

Data mining should be applicable to any kind of 
information repository from simple numerical measurements 
and text documents, to more complex information such as 
spatial data, multimedia channels, hypertext documents, 
relational databases, object-relational databases, object 
oriented databases, data warehouses, transaction databases, 
unstructured and semi-structured repositories such as the 
World Wide Web, multimedia databases, time-series 
databases etc. [7]. These functions of data mining are mainly 
classified as include clustering, classification, prediction, 
associations and sequential patterns [8]. 

In this paper, we focus research on the Spam data 
classification and the performance measure of the two 
classifier algorithms ADTree and Naive Bayes based on True 
Position Rate (TP Rate), False Position Rate (FP Rate) 
generated by the algorithms when applied on the Spambase 
data set. 

III. SPAM CLASSIFIERS 

Classification consists of predicting a certain outcome 
based on a given input. In order to predict the outcome, the 
algorithm processes a training set containing a set of attributes 
and the respective outcome called prediction attribute. The 
algorithm analyses relationships between the attributes that 
would make it possible to predict the outcome. Next the 
algorithm is given a data set not seen before, called prediction 
set, which contains the same set of attributes, except for the 
prediction attribute not yet known. The algorithm analyses the 
input and produces a prediction [9] 

In this section, it is presented two types of algorithm: Naive 
bayes classifiers algorithm and ADTree decision tree 
algorithm in the view of comparison. The comparison is made 
on accuracy, sensitivity and specificity using true positive and 

Performance Comparison of ADTree and Naive 
Bayes Algorithms for Spam Filtering 

Thanh Nguyen, Andrei Doncescu, Pierre Siegel 

D

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:10, No:5, 2016 

269International Scholarly and Scientific Research & Innovation 10(5) 2016 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:1
0,

 N
o:

5,
 2

01
6 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
04

54
4.

pd
f



fa
alg
he
us

an
tra
du
na
cla
hi
es

in 
th
pr

 
Th
th
 

 
wh
on
va
ra
an
[1

ge
de

lse positive in
gorithms. As 
elping to defi
sing the confus

A. Naive Bay

Naive Bayes
nd intends to a
aditional prob
ue to the text
atural applica
assifier is sui
gh and it re

stimate the intr
The Naive Ba
 a very tradit
at all attribu

robability of a 
 

his means tha
e conditional 

…,ଵݔ|௞ܥሺ݌

here the evid
nly on ݔଵ,… , ௡ݔ
ariables are kn
arely true for “
nd learn rapidl
0].  

B. ADTree Al

An Alternati
eneralization o
ecision tree an

n confusion m
well as, corr

ine a most ef
sion matrix. 

yes Algorithm 

s algorithm be
assign class lab
babilistic mode
t retrieval ap

ation to spam
ited when the
equires a sma
rinsic paramet
ayes algorithm
tional from no
utes are con
vector x belon

ଵݔ|௞ܥሺ݌

at under the ab
distribution ov

… , ௡ሻݔ ൌ
ଵ

௓
௞ܥሺ݌

dence ܼ ൌ ݔሺ݌

௡, that is, a co
nown. Even, if
“real data” the
ly in various su

lgorithm 

ing Decision 
of decision tre
n ADTree con

matrix generate
rect and incor
fficient classif

elongs to text
bels to proble
el. The succes
plication, wh

m filtering. T
e dimensional
all amount o
ters. 
m calculates a 
ormalized his

nditional inde
ngs to a class 

ଵ,… ,   ௡ሻݔ

bove independ
ver the class v

௞ሻ∏ ௞ܥ|௜ݔሺ݌
௡
௜ୀଵ

ሻݔ  is a scaling
onstant if the v
f this independ
e algorithm ten
upervised clas

Tree (ADTre
ees and voted-
nsists of an al

Fig. 1 C

ed by the resp
rrect instance
fication metho

t retrieval me
m instances u
ss of this tech

hich it explain
The choice o
lity of the inp
of training da

set of probabi
togram. It ass

ependents and
C is calculated

 

dence assump
variable C is: 

௞ሻ                    

g factor depe
values of the f
dence assumpt
nds to perform
ssification pro

ee) [11], [12]
-stumps. As w
lternation of b

Constructed tree

pective 
es that 
od by 

ethods 
using a 
hnic is 
ns the 
f this 
put is 
ata to 

ilities, 
sumes 
d the 
d by: 

  (1) 

ptions, 

     (2) 

endent 
feature 
tion is 

m well 
blems 

] is a 
well as 
binary 

dec
form

A
foll
sum
is s
diff
(Cl
inst

T
pre
of 

con

and

Pre
con
 
Inpu

Res

if ܲ

else

end
 

T
dec
pre
bot
path
pre

 

e using ADTree

cision nodes a
mula (CNF) o
An instance 
lowing all pat
mming any pre
scored by su
ferent from b
assification a
tance follows
The ADTree
conditions an
a simple co

ndition ic  and

d 2p . The s

econditions are
nditions. 

ut: Precondition

sult: Number (ei

ܲ then 

if ܿଵ then

else 

end 
e 

return 0
d 

The ADTree 
cision nodes, 
diction nodes

th root and lea
hs for which a
diction nodes 

e on the Spamba

and prediction
of the pathway
is classified 
ths for which 
ediction nodes

umming the s
binary classif

and regression
only one path

e algorithm
d a set ܴ ൌ ܴ௜

onditional inv

d a set of sig

set of all te

e conjunctions

n ܲ ∈ ࣪, Condit

ither ݌ଵ or ݌ଶ (

n 

return ݌ଵ 

return ݌ଶ 

algorithm c
which speci

s. ADTrees al
aves. An instan
all decision no
that are traver

ase dataset 

n leaves. Each
y node decision

by an ADT
all decision n

s that are trave
scores of all 
fication trees
n tree) or C

h through the tr
produces a

௜ of rules. A s
volving a pre

gned numeric

est conditions

s of condition

tion ܿଵ ∈ ࣝ, Sca

(or 0) denoting 

consists of a
ify a predicat
lways have pr
nce is classifie
odes are true, 
rsed. 

 

h leaf is a log
ns with weight

Tree algorithm
nodes are true
ersed. An inst
decision. Th

s such as CA
C4.5 in which
ree [13]. 

a set ܲ ൌ ܲ
ingle rule con
econdition, a 

al predictions

s is labeled

s and negation

alars ݌ଵ, ଶ݌ ∈ Թ
a single predict

an alternation
te condition, 
rediction node
ed by followin
and summing

gical 
ts.  

m by 
e and 
tance 

his is 
ART 
h an 

௜ܲ  of 
nsists 

test 

s 1p  

C . 

ns of 

Թ 

tion) 

n of 
and 

es as 
ng all 
g any 

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:10, No:5, 2016 

270International Scholarly and Scientific Research & Innovation 10(5) 2016 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:1
0,

 N
o:

5,
 2

01
6 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
04

54
4.

pd
f



IV. PERFORMANCE EVALUATION AND COMPARISON 

The function which compares classification models by 
providing a quality measure for classifier when solving a 
classification problem is score. The score is based on 
Confusion matrix corroborates with Receiver Operating 
Characteristics (ROC).  

The measurements obtained by using Confusion Matrix 
are: Accuracy, recall, specificity, precision and F-score and in 
the case of ROC I the area under the ROC curve (AUC). 
Independently of the indices adopted, an important aspect to 
be considered is the asymmetry in the misclassification costs.  

A Spam message incorrectly classified as legitimate is a 
relatively minor problem, as the user is simply required to 
remove it. On the other hand, a legitimate message mislabeled 
as Spam can be unacceptable, as it implies the loss of 
potentially important information, particularly in 
configurations in which Spam messages are automatically 
deleted. For this reason, describing the performance of an 
algorithm solely in terms of the classification accuracy (the 
relative number of messages correctly classified) is not 
adequate, as it assumes equal misclassification costs for both 
classes. 

We consider the application of a filter to a test dataset with 

ln  legitimate and sn  Spam messages, resulting in ,l sn  and 

,s ln  being incorrectly classified, respectively. In this case, it 

clearly follows that the number of correctly classified 
legitimate and Spam messages are given by 

, ,l l l l sn n n   and 

, ,s s s s ln n n   respectively. 

In decision theory, two classes are labeled as positive 
(spam) and negative (legitimate), with the performance 

measures being the true positive ,( )s s

s

n
TP

n
  and negative 

,( )l l

l

n
TN

n
  corresponding to the relative number of instances 

of each class that have been correctly classified. From these, 
the false positive and negative rates can be obtained 

1FP TN   and 1FN TP  . 

A. Confusion Matrix 

The confusion matrix is a table contains information about 
the number of false positives, false negatives, true positives, 
and true negatives. Performance of algorithm is evaluated 
using the data in the matrix [14], [15]. 

Table I shows the confusion matrix for a two class 
classifier. The entries in the confusion matrix have the 
following meaning in the context of our study:  
 TP is the number of correct predictions that an instance is 

positive, 
 FP is the number of incorrect predictions that an instance 

is positive, 
 TN is the number of correct of predictions that an 

instance negative, 
 FN is the number of incorrect predictions that an 

instances negative [16]. 

TABLE I 
TABLE TYPE STYLES 

a b Classe 

TP (True Positives) FP (False Positives) a=0 

FN (False Negatives) TN (True Negatives) b=1 

B. Several Standard Terms Defined 

Precision
TP

TP FN



                                   (3) 

 

 Recall
TP

TPR
TP FP

 


                              (4) 

 
2*Precision*Recall

F.Measure=
Precision+Recall

                       (5) 

 

0

1
e

e

P P
k

P





                                     (6) 

 
The last parameter “kappa” is the amount of agreement 

correct by the agreement expected by chance with 0P : the 

proportion of the sample on which both judges agree and 
 

.

2

i ii
e

p p
P

n
                                      (7) 

 

where: ip : Sum of elements of the line i ; .ip  sum of 

elements of the column i ; n  size of sample. 

V. EXPERIMENTAL WORK AND RESULTS 

In this section, we compare the classification accuracy 
results of alternating decision tree algorithms ADTree and 
classification algorithm Naive Bayes in the case of spam 
classification.  

The dataset used for these tests named Spambase data set 
was created by Mark Hopkins, Erik Reeber, George Forman, 
and Jaap Suermondt at Hewlett-Packard Labs [17]. It includes 
4601 observations corresponding to email messages, 1813 of 
which are spam (39.4%) and Non -Spam are 2788 (60.6%). 
From the original email messages, 58 different attributes [18] 
UCI Machine Learning collection of spam e-mails came from 
their postmaster and individuals who had filed spam. Their 
collection of non-spam emails came from personal e-mails. 

We have converted the Spambase.data data set into the 
Spambase.arff (Attribute Relation File Format).  

The structure of Spambase.arff takes the following form: 
 
@relation spambase 
@attribute word_freq_make REAL 
….. 
@attribute class {0, 1} 
@data 
 
Next, we have eliminated the unnecessary attributes. We 

have eliminated two attributes capital_run_length_longest 
Numeric and capital_run_length_total Numeric. 
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