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Abstract—Piecewise polynomial regression model is very flexible model for modeling the data. If the piecewise polynomial regression model is matched against the data, its parameters are not generally known. This paper studies the parameter estimation problem of piecewise polynomial regression model. The method which is used to estimate the parameters of the piecewise polynomial regression model is Bayesian method. Unfortunately, the Bayes estimator cannot be found analytically. Reversible jump MCMC algorithm is proposed to solve this problem. Reversible jump MCMC algorithm generates the Markov chain that converges to the limit distribution of the posterior distribution of piecewise polynomial regression model parameter. The resulting Markov chain is used to calculate the Bayes estimator for the parameters of piecewise polynomial regression model.
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I. INTRODUCTION

PIECEWISE polynomial regression model is a model that is often used in many fields. For example, it is used in the field of geomagnetic [1], health [2], ecology [3] and genome [4].

If the piecewise linear regression models are matched against the data, the model parameters will be generally unknown. The objective of this paper is to estimate the parameters of the piecewise polynomial regression models. There are so many piecewise polynomial regression models. In this paper, the noise distribution for each piece will be assumed has the Gaussian distribution with mean 0 and variance unknown.

Let $y_t$ be a dependent variable and $t$ be an independent variable with $t = 1, 2, \ldots, n$ and $n$ is the number of samples. A piecewise polynomial regression models can be written as:

$$
y_t = \begin{cases} 
\alpha_1 t^{p_1} + \cdots + \alpha_{l(p_1 + l)} t^{l(p_1 + l)} + z_t, & \tau_0 \leq t < \tau_1 \\
\alpha_{21} t^{p_2} + \cdots + \alpha_{2(p_2 + 1)} t^{2(p_2 + 1)} + z_t, & \tau_1 \leq t < \tau_2 \\
\vdots \\
\alpha_{k1} t^{p_k} + \cdots + \alpha_{k(p_k + l)} t^{k(p_k + l)} + z_t, & \tau_{k-1} \leq t < \tau_k
\end{cases}
$$

(1)

with $\tau_0 = 0$ and $\tau_k = n$ where

$$
\begin{cases} 
N(0, \sigma_1^2), & \tau_0 \leq t < \tau_1 \\
N(0, \sigma_2^2), & \tau_1 \leq t < \tau_2 \\
\vdots \\
N(0, \sigma_k^2), & \tau_{k-1} \leq t < \tau_k
\end{cases}
$$

(2)

For example, Fig. 1 shows the graph of the piecewise polynomial regression with threshold at 100, 175 and 300.

In the above two equations: (a) $k$ is the number of pieces, (b) $\tau = (\tau_0, \tau_1, \ldots, \tau_k)$ is the threshold vector, (c) $\alpha_j$ ($i = 1, \ldots, k; j = 1, \ldots, p_i + 1$) are the regression coefficients, (d) $p = (p_1, \ldots, p_k)$ is the regression order vector, (e) $\sigma^2 = (\sigma_1^2, \sigma_2^2, \ldots, \sigma_k^2)$ is the noise variance. Let $\Omega$ be the regression coefficient matrix.

$$
\begin{pmatrix}
\alpha_1 & \cdots & \alpha_{l(p_1 + l)} \\
\alpha_{21} & \cdots & \alpha_{2(p_2 + 1)} \\
\vdots & \vdots & \vdots \\
\alpha_{k1} & \cdots & \alpha_{k(p_k + l)} \\
\end{pmatrix}
$$

(3)

Let $\theta$ be the parameter of the above piecewise polynomial regression model. Then this parameter $\theta$ can be written as:

$$
\theta = (k, \tau, p, \Omega, \sigma^2)
$$

(4)

Suppose that $y_t (t = 1, \ldots, n)$ is a random sample drawn from a population having a piecewise polynomial regression models. Based on the random sample, the main problem is how to estimate the parameter $\theta$. Here, the parameter $\theta$ is estimated by using Bayesian method. The study of the Bayesian method can be found in the literature, for example [5]. Unfortunately, the Bayes estimator cannot be determined analytically because the likelihood function of the parameter $\theta$ has a complicated form. To overcome these problems, reversible jump MCMC Algorithm [6] is used.
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II. METHOD

A. Maximum Likelihood Function

Because the variable random $z_1$ has a Gaussian distribution with mean 0 and variance $\sigma_i^2$ for $i = 1, 2, \ldots, k$ and $t_{i-1} < t_i$, the density function of $z_1$ is

$$f(z_1 | \sigma_i^2) = \left( \frac{1}{\sqrt{2\pi\sigma_i^2}} \right) e^{-\frac{1}{2\sigma_i^2} z_1^2} \tag{5}$$

Let $z_1 = (z_{t_{i-1}+1}, \ldots, z_{t_i})$ be the noise of the piece $[t_{i-1}+1, t_i]$. Then the $z_1$ has a joint density function is:

$$f(z_1 | \tau_{i-1}, \tau_i, \sigma_i^2) = \left( \frac{1}{\sqrt{2\pi\sigma_i^2}} \right)^{t_i-t_{i-1}} e^{-\frac{1}{2\sigma_i^2} \sum_{i=t_{i-1}}^{t_i} z_i^2} \tag{6}$$

The variable transformation:

$$y_1 = a_{i1} p_1 + \cdots + a_{ip_i} + \alpha_{i} (p_i + 1) + z_t \tag{7}$$

is used. Then $z_1 = y_1 - a_{i1} p_1 - \cdots - a_{ip_i} - \alpha_{i} (p_i + 1)$ and $\frac{dy_1}{dy_t} = 1$.

Let $\Omega_i = (a_{i1}, \ldots, a_{ip_i})$ be the regression coefficient vector. Thus, the density function of $y_1$ is

$$f(y_1 | \tau_{i-1}, \tau_i, p_i, \Omega_i, \sigma_i^2) = \left( \frac{1}{2\pi\sigma_i^2} \right)^{t_i-t_{i-1}} \exp\left(-\frac{1}{2\sigma_i^2} (y_1 - \tau_{i-1})^2 \right) \tag{8}$$

Finally, the maximum likelihood function of the $y = (y_1, y_2, \ldots, y_n)$ can be expressed in:

$$L(y | \theta) = \prod_{i=1}^{k} \left( \frac{1}{2\pi\sigma_i^2} \right)^{t_i-t_{i-1}} \exp\left(-\frac{1}{2\sigma_i^2} (y_1 - \tau_{i-1})^2 \right) \tag{9}$$

B. Prior Distribution

To obtain a posterior distribution, a prior distribution must be determined. As in [7] and [8], the prior distribution is chosen as follows:

A binomial distribution is chosen for the number of pieces $k$ ($k = 1, 2, \ldots, k_{\text{max}}$).

$$\pi(k | \mu) = C_k^{k_{\text{max}}} \mu^k (1-\mu)^{k_{\text{max}}-k} \tag{10}$$

where $k_{\text{max}}$ is the maximum of $k$ and $\mu$ is a hyper parameter. The prior distribution for $\tau$ given $k$ is chosen as follows:
\begin{align}
\pi(\tau \mid k) &= \frac{(2k+1)!}{n+k} \frac{1}{2^k} \prod_{i=1}^{k} (\tau - \tau_{i-1}) \\
\text{A binomial distribution is chosen for the number of order} \ p \ (p = 1, 2, \ldots, p_{\text{max}}). \nonumber \\
\pi(p|\lambda) &= C_p^{\text{max}} \lambda^p (1-\lambda)^{p_{\text{max}} - p} \\
\text{where} \ p_{\text{max}} \ \text{is the maximum of} \ p \ \text{and} \ \lambda \ \text{is a hyper parameter. A non-informative prior distribution for} \ \alpha \ \text{and} \ \sigma_i^2 \ \text{is:} \\
\pi(\alpha, \sigma^2 | k, \tau) &\propto \prod_{i=1}^{k} \sigma_i^{-2}. \\
\text{Furthermore, the hyperprior distribution for} \ \mu \ \text{is:} \\
\pi(\mu) &\propto [\mu(1-\mu)]^{-1/2}. \\
\text{The hyperprior distribution for} \ \lambda \ \text{is:} \\
\pi(\lambda) &\propto [\lambda(1-\lambda)]^{-1/2}. \\
\text{Let} \ \varphi = (\mu, \lambda) \ \text{be the hyper parameter vector. Let} \ \pi(\theta, \varphi) \ \text{be a prior distribution for} \ \theta. \ \text{Because the distribution of} \ \theta \ \text{given} \ \varphi \ \text{is} \ \pi(\theta | \varphi) = \frac{\pi(\theta, \varphi)}{\pi(\varphi)}, \ \text{the prior distribution for} \ \theta \ \text{can be written as} \\
\pi(\theta | \varphi) &= \pi(\theta | \varphi) \pi(\varphi) \\
\text{C. Posterior Distribution} \\
\text{Let} \ \pi(\theta, \varphi | y) \ \text{be a posteriori distribution for} \ \theta, \ \varphi. \ \text{According to the Bayes Theorem, the posterior distribution for} \ \theta, \ \varphi \ \text{is given as} \\
\pi(\theta, \varphi | y) &\propto f(y | \theta) \pi(\theta, \varphi) \pi(\theta | \varphi) \pi(\varphi) \\
&\propto f(y | \theta) \pi(\theta, \varphi) \pi(\theta | \varphi) \pi(\varphi) \nonumber \\
\text{D. Reversible Jump MCMC} \\
\text{Suppose that} \ \mathcal{M} = (\theta, \varphi). \ \text{A MCMC method for the simulation of a distribution} \ \pi(\theta, \varphi | y) \ \text{is any method producing an ergodic Markov chain} \ \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_M \ \text{whose stationary distribution} \ \pi(\theta, \varphi | y) \ [9]. \ \text{This Markov chain} \ \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_M \ \text{can be considered as a random variable whose distribution} \ \pi(\theta, \varphi | y). \ \text{Furthermore, the Markov chain} \ \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_M \ \text{is used to estimate the parameter} \ \mathcal{M}. \ \text{To realize this, the Gibbs sampling algorithm is adopted. It consists of five steps:} \\
1) \ \text{Simulate} \ \mu \sim B(k + \frac{1}{2}, k_{\text{max}} - k + \frac{1}{2}) \\
2) \ \text{Simulate} \ \lambda \sim B(p + \frac{1}{2}, p_{\text{max}} - p + \frac{1}{2}) \\
3) \ \text{Simulate} \ \sigma_i^2 \sim IG(\frac{n-p}{2}, \frac{n-p}{2}s^2) \\
\text{where} \ s^2 = \frac{1}{n-p} \sum (y_i - (x_i')^2) \cdot y_i. \nonumber \\
4) \ \text{Simulate} \ \Omega_i \sim N((x_i')^2y_i, \sigma_i^2((x_i')^2)^{-1}) \\
5) \ \text{Simulate} \ (k, \tau, p) \sim \pi(k, \tau, p, \Omega_i, \sigma^2, \lambda, \mu, y) \\
\text{Unfortunately, the distribution} \ \pi(k, \tau, p, \Omega_i, \sigma^2, \lambda, \mu, y) \ \text{have not an explicit form. The exact simulation is not possible to be done. Since the value} \ k \ \text{is not known, the MCMC algorithm cannot be used to simulate} \ \pi(k, \tau, p, \Omega_i, \sigma^2, \lambda, \mu, y). \ \text{Here, reversible jump MCMC algorithm [6] is adopted.} \\
\text{Let} \ \omega = (k, \tau, p) \ \text{be an actual point of the Markov chain.} \\
\text{There are 3 types of transformations are used, namely: the birth of the threshold point, the death of the threshold point and the change of the threshold point. Furthermore, let} \ N_k \ \text{be the probability of transformation from} \ k + 1 \ \text{to} \ k, \ \text{let} \ D_k \ \text{be the probability of transformation from} \ k + 1 \ \text{to} \ k, \ \text{and let} \ P_k \ \text{be the probability of transformation from} \ k \ \text{to} \ k.} \\
\text{1. Birth/Death of The Threshold Point} \\
\text{The transformation of the birth of the threshold will change the number of threshold point, from} \ k \ \text{to} \ k + 1. \ \text{If the birth of the threshold is selected, the birth of the threshold from a point} \ \omega = (k, \tau, p) \ \text{is defined in the following way. Choose a random point} \ z \ \text{from a set} \ \{1, \ldots, n - 1\} \ \text{with} \ \tau. \ \text{Suppose that the point} \ z \ \text{is on the interval} \ [\tau_{i+1} - 1, \tau_{i+1}]. \ \text{Next, create a new point} \ \omega^* = (k + 1, \tau, p) \ \text{with:} \\
\tau_{i+1} = \tau_{i+1} + 1 \\
\text{The order} \ p_i \ \text{is replaced by two orders} \ p_i^* \ \text{and} \ p_{i+1}^* \ \text{according to this formula [10]:} \\
\begin{cases} 
0 & p_i^* = u \\
p_{i+1}^* = p_i - p_i^* 
\end{cases} \\
\text{where} \ u \in \{0, \ldots, p_i\}. \ \text{The coefficient vector} \ \Omega_i \ \text{is replaced by} \ \Omega_i^* = N((x_i')^2y_i, \sigma_i^2((x_i')^2)^{-1}) \ \text{with} \ \sigma_i^2 - IG(\frac{n-p}{2}, \frac{n-p}{2}s^2). \ \text{The coefficient vector} \ \Omega_{i+1} \ \text{is replaced by} \ \Omega_{i+1}^* = N((x_i')^2y_i, \sigma_i^2((x_i')^2)^{-1}) \ \text{with} \ \sigma_i^2 - IG(\frac{n-p}{2}, \frac{n-p}{2}s^2). \ \text{Otherwise, the transformation of the birth of the threshold will change the number of threshold point, from} \ k + 1 \ \text{to} \ k. \ \text{If this transformation is selected, the death of the threshold from a}
point $\omega^* = (k+1, \tau, p)$ is defined in the following way:
Choose randomly a point from $\tau$. Suppose that this point is $\tau_{i+1}$. Next, create a new point $\omega = (k, \tau, p)$ with:

$$
\tau_1 \ldots, \tau_j, \tau_{j+2}, \ldots, \tau_{k+1}
$$

Two orders $p_i^* \text{ and } p_{i+1}^*$ are replaced by:

$$
p_i = p_i^* + p_{i+1}^*.
$$

The coefficient vector $\Omega_i$ is replaced by

$$
\Omega_i \sim N((x')^{-1}, q_i^2 (x')^{-1}) \text{ with } q_i^2 \sim \text{IG}(\frac{n-p}{2}, \frac{n-P}{2} - x^2).
$$

Suppose that $a_n$ and $a_d$ are respectively a probability of acceptance for birth and death. The probability of acceptance for birth is as:

$$
a_n (\omega, \omega^*) = \min \left\{ 1, \frac{\pi(\omega^*) \phi(y) q(\omega^*, \omega)}{\pi(\omega) \phi(y) q(\omega, \omega^*)} \right\} \quad (18)
$$

While the probability of death is as:

$$
a_d (\omega, \omega^*) = \min \left\{ 1, \frac{1}{a_n (\omega^*, \omega)} \right\} \quad (19)
$$

where,

$$
\frac{q(\omega^*, \omega)}{q(\omega, \omega^*)} = \frac{P_{k+1}}{N_k} \frac{n-1-k}{k+1} \quad (20)
$$

2. Change of The Threshold Point

The transformation of the change of threshold will not change the number of threshold point. This transformation makes to change the position of the threshold point. If the change of the threshold is selected, then the change of the threshold point from $\omega = (k, \tau, p)$ is defined in the following way:
Choose a random point on the $\tau$. Suppose that $\tau_j$ is this point. Next, create a new point $\omega^* = (k, \tau, p)$ where this point $\tau_j$ is replaced with $z$ generated from the uniform distribution on the set $[1, \ldots, n-1] \text{ \setminus } \tau$.

Let $a_p$ be the probability of acceptance for the change. Then the probability of acceptance for change is as:

$$
a_p (\omega, \omega^*) = \min \left\{ 1, \frac{\pi(\omega^*) \phi(y) q(\omega^*, \omega)}{\pi(\omega) \phi(y) q(\omega, \omega^*)} \right\} \quad (21)
$$

where;

$$
\frac{q(\omega^*, \omega)}{q(\omega, \omega^*)} = 1. \quad (22)
$$

III. CONCLUSION

The purpose of this paper was to estimate the parameters of piecewise polynomial regression models when the number of regression is unknown. The parameters cannot be estimated by Markov chain Monte Carlo algorithm, because the number of regression is unknown.

The reversible jump Markov chain Monte Carlo algorithm is one of the new methods that can be used to estimate the parameters of piecewise polynomial regression models although number of regression is unknown. The advantage of this method is both the number of regression and the parameter estimation of polynomial regression models per piece can be estimated simultaneously.
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