
 

 

 
Abstract—Myocardial infarction is one of the leading causes of 

death in the world. Some of these deaths occur even before the 
patient reaches the hospital. Myocardial infarction occurs as a result 
of impaired blood supply. Because the most of these deaths are due to 
coronary artery disease, hence the awareness of the warning signs of 
a heart attack is essential. Some heart attacks are sudden and intense, 
but most of them start slowly, with mild pain or discomfort, then 
early detection and successful treatment of these symptoms is vital to 
save them. Therefore, importance and usefulness of a system 
designing to assist physicians in early diagnosis of the acute heart 
attacks is obvious. 

The main purpose of this study would be to enable patients to 
become better informed about their condition and to encourage them 
to seek professional care at an earlier stage in the appropriate 
situations. For this purpose, the data were collected on 711 heart 
patients in Iran hospitals. 28 attributes of clinical factors can be 
reported by patients; were studied. Three logistic regression models 
were made on the basis of the 28 features to predict the risk of heart 
attacks. The best logistic regression model in terms of performance 
had a C-index of 0.955 and with an accuracy of 94.9%. The variables, 
severe chest pain, back pain, cold sweats, shortness of breath, nausea 
and vomiting, were selected as the main features. 

 
Keywords—Coronary heart disease, acute heart attacks, 

prediction, logistic regression. 

I. INTRODUCTION 

ARDIOVASCULAR DISEASE is now along with the top 
three causes of death and disability worldwide and has 

become the major cause of mortality or morbidity in most 
countries. Each year, approximately 32 million heart attacks 
and strokes occur in the world which is causing the deaths of 
more than 17 million people. 60% of all deaths worldwide in 
2000 occurred due to non-communicable diseases and is 
estimated to reach 73% by 2020. Share of the cardiovascular 
disease by more than 48 percent. So that more than 20 million 
of the 64 million deaths in 2015 will be related to 
cardiovascular disease. And if the effective measures are not 
taken, it is expected deaths due to chronic diseases increased 
17% from 2005 to 2015 and the 35 million deaths rise to 41 
million deaths [1]. In recent years, due to preventive measures 
and effective interventions, deaths due to cardiovascular 
diseases in developed countries has been declining trend, in 
contrast in developing countries is still rising. Unfortunately, 
the patients often delay substantially before seeking care that 
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this is due to several factors, including lack of understanding 
by the patients of the symptoms of MI (Myocardial 
infarction), the emotional factors, and the inadequate advice 
by the health care workers when the patients develop 
symptoms. 

Early identification of these diseases is critical to successful 
treatment. There is evidence that the patients with better 
knowledge of the symptoms of MI will request help earlier. If 
the patients could get rapid and accurate advice on whether 
their symptoms were likely to be serious, then it is possible 
that delays in seeking treatment could be further reduced. 

The purpose of this study is to determine how well a 
predictive model would perform based only upon patient-
reportable clinical history factors, without using diagnostic 
tests or physical exam findings. Even though we would not 
expect such a model to perform as well as one using these 
strong predictors, however the model may have important 
practical applications. This type of prediction model might 
have application outside of the hospital setting to give accurate 
advice to patients to influence them to seek care in appropriate 
situations. For example, such a system might be used directly 
by patients in a patient-oriented software application, or might 
be used by healthcare workers as a decision support aid in 
telephone nurse triage. 

We reviewed some works of previous related researches as: 
Reference [2] shows that they compared performance of the 

prediction models, logistic regression, decision tree and neural 
network for the diagnosis of acute cardiac ischemia in the 
emergency department patients with clinical data (include: 
patient-reportable history, physical exam findings, and 
electrocardiogram (ECG)). All these methods could predict 
very well however the choice between these methods should 
be based on the specific application requirements and not on 
the assumption that naturally one stronger than the others. 

Reference [3] shows that they paid on the early diagnosis of 
acute myocardial infarction based on clinical data and 
electrocardiographic data by applying regression models. 

Reference [4] shows that they provided a consensus 
approach to diagnosing coronary artery disease based on the 
clinical and exercise tests. 

Reference [5] shows that they compared the performance of 
a logistic regression model and an artificial neural network to 
predict the risk of myocardial infarction in the patients based 
on the patient-reportable clinical history factors. They 
concluded that the performance of both logistic regression and 
artificial neural network model were good and acceptable and 
there was no statistically significant difference between them. 
The best performing logistic regression model and neural 
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network model had C-index of 0.8444 and 0.8503, 
respectively. In our study, the best logistic regression model in 
terms of performance had a C-index of 0.955 and with an 
accuracy of 94.9% to predict the risk of heart attacks. 

Reference [6] shows that they offered a model using 
artificial neural networks for the automatic detection of the 

acute myocardial infarction in patients on 12- lead ECGs
1
.  

Reference [7] shows that they presented an artificial neural 
network model to predict acute coronary syndrome using 
clinical data from one survey. This study confirms that 
artificial neural networks can be useful for the development of 
a diagnostic algorithm for patients with chest pain. 

Reference [8] shows that he studied to predict the risk of 
heart disease by using weighted fuzzy rules, as the clinical 
decision support system. 

Reference [9] shows that they conducted a study to feature 
selection in ischemic heart disease identification using feed 
forward neural networks, when the input features were 12 
items. The predicted accuracy during training was high as 
89.4% and during testing was high as 82.2%. Further removal 
of the features lowered the accuracy and hence the interesting 
features selected for prediction was concluded to be as 12 for 
that IHD (Ischemic Heart Disease) data set. 

Reference [10] shows that they designed a model using data 
mining techniques to predict myocardial infarction. 

Reference [11] shows that they conducted a study with the 
goal of making an efficient system with fully automated 
classifier to detect the presence of ischemic heart disease. 
They applied the artificial intelligence techniques. 

Reference [12] shows that they developed an artificial 
neural networks-based (ANNs) diagnostic model for coronary 
heart disease (CHD) using a complex of traditional and 
genetic factors of this disease. 

Reference [13] shows that they compared the performance 
of methods from the data-mining and machine-learning 
literature with that of conventional classification trees to 
classify patients with heart failure (HF) according to the 
following subtypes: HF with preserved ejection fraction 
(HFPEF) and HF with reduced ejection fraction. They also 
compared the ability of these methods to predict the 
probability of the presence of HFPEF with that of 
conventional logistic regression.  

Reference [14] shows that they compared performances of 
logistic regression, classification and regression tree, and 
neural networks for predicting coronary artery disease. 

This paper is organized as follows: In Section II, the 
proposed models along with its assumptions is presented. The 
performance of methods is evaluated in Section III. Our 
concluding remarks and discussion are presented in the final 
section. 

 
112- lead ECGs: The standard 12-lead electrocardiogram is a representation 

of the heart's electrical activity recorded from electrodes on the body surface. 
This section describes the basic components of the ECG and the lead system 
used to record the ECG tracings.  

II.  THE PROPOSED MODEL 

A. Data Collection 

This is a diagnostic study that deals with predicting the 
probability of acute myocardial infarction. The data set 
consisted of 711 patients who presented to the emergency 
room in Hamedan Ekbatan hospital in Iran from 2013 to 2014. 
After identifying and removing outliers, the final set consisted 
of 663 patients with a mean age of 63.29 years and the 
standard deviation of 14.37. Data set contained 28 potential 
prediction attributes based on the experts' considerations. A 
binary outcome variable indicates the presence or absence of 
acute heart attack. The 28 potential prediction attributes 
contained the clinical patient-reportable history factors only. 
Table I shows the list of 28 patient-reportable history factors 
that were included as potential covariates in our models. All 
variables were binary (0= absent or 1= present) except for 
'Age' (years), 'Sex' refers to the gender of the patient, where 0= 
female and 1= male. 

 
TABLE I 

THE PATIENT-REPORTABLE CLINICAL HISTORY FACTORS THAT WERE 

CANDIDATES FOR INCLUSION AS PREDICTOR COVARIATES IN THE MODELS 

Variable Type 

1Age (years) Numeric 

2Sex (1=male) Categorical

3Smokes Categorical

4Previous MI Categorical

5Diabetes Categorical

6Hypertension (HTN) Categorical

7Hyperlipidemia (HLP) Categorical

8Severe chest pain (CP) Categorical

9Left chest pain (LCP) Categorical

10Right chest pain (RCP) Categorical

11Back pain (BP) Categorical

12Left Arm pain (LAP) Categorical

13Right Arm pain (RAP) Categorical

14Sweats Categorical

15Shortness of breath (SOB) Categorical

16Nausea Categorical

17Vomiting Categorical

18Syncope Categorical

19Palpitations Categorical

20Epigastric pain Categorical

21History of heart disease Categorical

22Edema Categorical

23Drowsiness Categorical

24Dizziness Categorical

25Weakness Categorical

26Cough Categorical

27Anxiety Categorical

28Headache Categorical

B. Logistic Regression 

Logistic regression analysis used to analyze the data 
according to the response variable [15]. The IBM SPSS 
Statistics was used for building the logistic regression (LR) 
models. We built three types of LR models with all the 28 
patient history factors as covariates for comparison. The 
models were built using the automatic stepwise, forward, and 
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backward variable selection algorithms using α = 0.05 as the 
entry and exit criteria [16]. Three models based on three 
algorithms called model (1), model (2) and model (3), 
respectively. 

 

 

Fig. 1 Chart based on the age distribution of patients with acute heart 
attack 

 
For logistic regression models building, the data set of 663 

cases was randomly split into 80% train and 20% test sets. 
1) The first model: 
 
logit P ln 	 3.125	 	2.996	 	 	4.552	 	 	4.030	 	

	4.985	 	5.668	 	 	5.329	 		                                              (1) 
 
where the variables are: severe chest pain, back pain, cold 
sweats, shortness of breath, nausea and vomiting. 
2) The second model: 
 

logit P ln 1.708 0.38	 1.736	 1.665	 2.183	

	2.898	 	1.946	 						                                                           (2) 
 
where the variables are: age, severe chest pain, back pain, cold 
sweats, shortness of breath and cough. 
3) The third model: 
 

logit P ln 1.225 2.481	 4.167	 2.926	 3.848	

2.914	 	4.771	 5.892	 3.487	 	2.553	  (3) 
 
where the variables are: hypertension, hyperlipidemia, severe 
chest pain, back pain, cold sweats, shortness of breath, nausea, 
vomiting and cough. 

Note that some predictive factors had negative coefficient in 
all three models. For factors such as Nausea, Cough and 
Vomiting, this is not surprising, because, according to the 
cardiologists, these factors are not specific risk factors for the 
acute heart attack. For example, the occurrence of severe chest 
pain and cough symptoms in a patient with a history of lung 
disease reduces the risk of the acute heart attacks. Therefore in 
the medicine, this negative coefficient is reasonable and 
justified. 

III. CALCULATION AND ANALYSIS 

The purpose of this study is to determine how well a 

predictive model would perform based only upon patient-
reportable clinical history factors, without using diagnostic 
tests or physical exam findings. The discrimination 
performance of the prediction models is typically measured in 
terms of the area under the receiver operating characteristic 
(ROC) curve [17]. The ROC curve for each three type of built 
regression model is presented in Fig. 2. (C-index is equivalent 
to the area under the ROC curve). By comparing the C-index 
for models (1), (2) and (3) that are shown in Table II, it is 
clear that the model (1) with variable selection algorithm 
Enter(automatic stepwise) and C-index of 0.955 has the best 
performance in comparison with the other models. 
 

TABLE II 
THE AREA UNDER THE ROC CURVE (EQUIVALENT C-INDEX) FOR MODELS 

(1), (2), AND (3) 

Test Result  
Variable(s) 

Area
Std.  

Errora
Asymptotic  

Sig.b 

Asymptotic 95%  
Confidence Interval 

Lower Bound Upper Bound 
Predicted 

probability  
(Enter)

.955 .012 .000 .931 .979 

Predicted 
probability  
(Forward)

.934 .013 .000 .908 .960 

Predicted 
probability  
(Backward)  

.938 .017 .000 .905 .972 

a. Under the nonparametric assumption 
b. Null hypothesis: true area = 0.5 

 

 

Fig. 2 The area under the ROC curve (equivalent C-index) for models 
(1), (2), and (3) 

 
Summary results of the regression model (1), (2) and (3) are 

presented in Table III. By comparing these results also can 
realize that the model (1) with 94.9% accuracy of prediction, 
Pseudo R-squared between %23 to %67 and chi-square 2.096, 
is the best model between the other models. 

To compare the effect of different randomization splits on 
the models building, we repeated the randomization process 
10 times, and each variable selection algorithms was run on 
the 10 randomization splits [5]. Table IV shows the results for 
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the average values and range of C-index for the 10 different 
randomization splits in each of the variable selection methods. 
 

TABLE III 
SUMMARY RESULTS OF MODEL (1), (2), AND (3) 

Nagelkerke R 
Square 

Cox & Snell R 
Square 

Chi-Square Accuracy Model type 

0.673 0.229 2.096 94.9 Model (1) 

0.476 0.157 4.225 93.7 Model (2) 

0.644 0.218 5.797 93.9 Model (3) 

 
TABLE IV 

AVERAGE VALUES AND RANGE OF C-INDEX FOR THE 10 DIFFERENT 

RANDOMIZATION SPLITS IN EACH OF THE VARIABLE SELECTION METHODS 

C-index RangeC-index Average Models 

)0.964  ،0.942(0.956 Model (1)Enter 

)0.953  ،0.896(0.930 Model (2)Forward 

)0.957  ،0.939(0.947 Model (3)Backward 

 
Number of times that each of the independent variables 

appeared as an effective variable in 10 random repetitions of 
the models (1), (2), and (3) are shown in Table V. These 
results also confirm the accuracy of the effective independent 
variables that have appeared in the models (1), (2), and (3). 

IV. DISCUSSION AND CONCLUSION 

In this paper, we proposed three logistic regression models 
to predict the risk of heart attacks on basis of the 28 patient-
reportable clinical history factors. We compared performance 
of the models by the C-index criteria.  

The original motivation for this study was to determine if a 
clinical software application could be built that could 
successfully predict the likelihood of a myocardial infarction 
based on clinical history factors alone. As expected, our 
models do not perform as well as those that used physical 
findings and ECG (electrocardiogram) data, but they still 
performed remarkably well even without this objective 
information. 

Our results lead us to believe that these models could be 
used in real software applications in a clinical setting. If the 
performance of these models holds up in further studies, 
software applications could be written using these models that 
could have important utility in settings outside of a hospital 
when a healthcare provider may not yet be available. For 
example, a software application could be designed to assist 
nurses doing telephone triage when they are assessing a 
patient's risk of MI over the phone. Alternatively, an 
application could be designed for direct use by patients to 
assist them in determining the seriousness of their chest pain 
symptoms. For example, a standalone software application 
that assesses chest pain symptoms could be designed to run on 
a home desktop computer or personal digital assistant (PDA) 
device. Patients could enter information about their chest pain 
symptoms and get back an estimate of the likelihood that they 
are experiencing symptoms of a heart attack and obtain advice 
on whether or not they should seek professional care. 

We made a subjective determination as to which prediction 
factors could be easily reported by a patient. Further 

evaluation will be needed to determine if patients can 
accurately report these data items. The accuracy of these 
factors will affect obviously the performance of the prediction 
model. 
 

TABLE V 
NUMBER OF APPEARANCES AS AN EFFECTIVE VARIABLE IN 10 RANDOM 

REPETITIONS OF MODELS (1), (2), (3) 
Number of 

appearances as an 
effective variable in 
10 random repetition 

of model  
(3) 

Number of 
appearances as an 

effective variable in 
10 random repetition 

of model  
(2) 

Number of 
appearances as an 
effective variable 

in 10 random 
repetition of model 

(1) 

Independent
 variables 

2 3 3 Age (years)

   
Sex 

(1=male) 
   Smokes 

   Previous MI

   Diabetes 

4 5 4 HTN 

1   HLP 

10 10 10 CP 

4 2 5 LCP 

   RCP 

5 7 8 BP 

   LAP 

   R AP 

10 9 10 Sweats 

10 10 10 SOB 

10 6 9 Nausea 

3 3 5 Vomiting 

   Syncope 

 1  Palpitations

   
Epigastric 

pain 

   
History of 

heart disease
   Edema 

   Drowsiness

   Dizziness 

   Weakness 

 3  Cough 

   Anxiety 

   Headache 
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